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Abstract

Recent studies in material segmentation crop the image into patches to force the network to learn material features from local visual clues. This design is based on the expectation that the contextually invariant features can generalise the network to unseen images regardless of the object or scene in which the material appears. However, most approaches set a fixed patch resolution for all the images in a dataset, which does not consider the varying areas that materials cover within and across images due to the scene scale. As a consequence, the fixed patch resolution can limit the performance of networks. In consideration of this problem, this paper proposes a Dynamic Backward Attention Transformer (DBAT) to extract features from cross-resolution patches and dynamically aggregate these features based on per-pixel attention masks. Experiments show that DBAT achieves the best performance among state-of-the-art models (86.85% in average pixel accuracy, which is 2.15% higher than the second-best model) that can serve real-time inference. Moreover, we also illustrate the network behaviour through visualisation methods as well as descriptive statistics. The project code is available at https://github.com/heng-yuwen/Dynamic-Backward-Attention-Transformer.

1 Introduction

The dense material segmentation task aims at recognising the material for every pixel in a captured photo. This task is critical to various applications such as robot manipulation [10, 56] and spatial audio synthesis [10, 20, 29]. Since a specific material can have a variety of appearances, such as shape, colour and transparency [15, 37], identifying the materials from general RGB images remains challenging [3, 19, 40]. In order to improve the performance, recent material segmentation methods combine material features and contextual features [4, 19, 38, 39, 40]. Material features allow the network to identify the categories without a
massive dataset that covers all varied appearances, and contextual features can limit the possible categories of materials that appear in a given scene.

However, how to balance the material and contextual features has not been properly investigated. Schwartz et al. [38, 39, 40] proposed a multi-branch network architecture [54, 55]. They adopt one branch to extract material features from image patches and multiple pre-trained branches targeting contextually related tasks to extract contextual features. The material and contextual features are concatenated to predict the material labels. Heng et al. [19] also utilised this multi-branch architecture and employed the self-training strategy [12, 23, 60] to provide boundary information [5] as the contextual features. Their work shows that the material features extracted from image patches can generalise the network to unseen images and achieve state-of-the-art (SOTA) performance. However, the resolution of the image patches is fixed, which may not be the best choice to extract material features. As affected by the camera working distance $d_w$ and field-of-view (FoV), the areas that materials cover vary within and across images. Ideally, small patch resolution should be applied to the boundary between materials, and large patch resolution can be used to cover as much information as possible for the region belonging to a single material.

In this paper, instead of searching for a fixed patch resolution, we devise a simple yet effective transformer architecture, DBAT, to aggregate cross-resolution features. Inspired by the hierarchical architecture of Swin transformer [28], which gradually merges image patches to get a global view, we propose a Dynamic Backward Attention (DBA) module to aggregate the intermediate features extracted from image patches with different resolutions. Concretely, a transformer feature map from a shallow layer contains features extracted from local patches [36], especially when using window-based self-attention. The proposed DBAT merges adjacent patches at each transformer stage to enlarge the patch resolution, and aggregates multiple intermediate feature maps so that it can identify the materials with cross-resolution patch features. To cope with the flexibility of $d_w$ and FoV, a set of pixel-wise attention masks, which represent the dependency on each patch resolution, are applied in our DBA module to dynamically aggregate the feature maps. These masks are calculated from the deepest feature map ($Map_4$ in Figure 2) since it holds a relatively global perspective of the input image. Before feeding the aggregated feature into the decoder, we further propose a feature merging module which ensures the aggregated feature can improve the network performance through an attention-based residual connection.

The effectiveness of our proposed DBAT is examined through a comparison with SOTA segmentation networks that can achieve real-time performance (at least 24 frames per second). In addition to the numerical evaluation of segmentation performance, we also statistically and visually illustrate the behaviour of our DBAT, including the attention masks, the equivalent patch size of each attention head, and the Centered Kernel Alignment (CKA) [31, 36] heatmap. The statistical analysis is at the supplementary material.

We summarise our main contributions as follows:

- An effective dynamic backward attention transformer to enhance material features by dynamically adjusting the dependency on cross-resolution patch features.

- A feature merging module composed of the attention mechanism and residual connection to guide the aggregation of cross-resolution patch features.

- A batch of methods to illustrate the behaviour of our DBAT, including descriptive statistics as well as visualised images.
Our DBAT beats SOTA real-time models when evaluated on the sparsely labelled Local Material Database (LMD) \cite{40} and OpenSurface Database \cite{1}. In particular, with modern optimisation strategies such as learning rate warm-up \cite{17} and polynomial decay \cite{30}, our DBAT reaches an average pixel accuracy (Pixel Acc) of 86.85% on the LMD, which is 21.21% higher than the most recent publication in \cite{19}, and outperforms the second-best model in this paper by 2.15%.

### 2 Background

#### Material Segmentation

Recent SOTA segmentation networks mainly employ the encoder-decoder architecture to extract features and recover the resolution \cite{9, 21, 28, 50, 57, 60}. Although these networks are proved to work well out-of-the-box in many applications, for our material segmentation task, they still suffer from low accuracy \cite{19, 39, 56}. Schwartz et al. \cite{39, 40} pointed out that the challenges in annotating material labels put restrictions on the development of high-quality, large-scale datasets, which is one of the keys to achieving high accuracy with neural networks. To cope with the problem, the images are cropped into $48 \times 48$ patches so that the network can learn the generalisable material features hidden in local regions. Heng et al. \cite{19} found that networks with fast pooling and atrous convolution \cite{9, 32, 33, 51} may not be able to capture material features covering small regions of an image due to the absence of local features. Although their studies all emphasise the importance of local material features, the patch resolution is fixed at $48 \times 48$, which may not be the best choice for all images. Our DBAT, instead, learns from patches with multiple resolutions and lets the network adjust the dependency on each resolution dynamically.

#### Transformers in Vision Tasks

Transformers composed of self-attention \cite{58} and Multi-layer Perceptron (MLP) \cite{45} shows good performance in many vision tasks such as classification \cite{8, 14, 34} and segmentation \cite{28, 43, 59}. Depending on the scope to which the self-attention module applies, there are global or local transformers. The global transformers represented by ViT \cite{14} and DeiT \cite{46} employ the global self-attention to capture the correlation between each pair of embedded patch features. This design ensures that such transformers can have a global view from the first layer. However, the quadratic complexity in image size makes global transformers expensive to use. Moreover, a recent study \cite{36} shows that global transformers can still have a local view at shallow layers. Their work states that learning from local regions at the beginning is important for good performance. In contrast, the local transformers such as Swin \cite{27, 28} apply the self-attention module to windowed regions. This local design gradually increases the patch size through patch merging. As a result, features from multiple transformer stages are extracted from patches with different resolutions. By aggregating these features, our DBAT achieves the goal of learning from cross-resolution patches.

#### Network Interpretability

Studies of network interpretability aim at explaining how a network behaves through methods such as visualising the kernel weights \cite{22, 48}. Another simple yet effective way is to plot the per-pixel attention masks on the input image to illustrate which part of the image contributes to the final decision \cite{16, 26}. For transformers, however, the interpretability of the self-attention module remains challenging due to its high dimensionality and way of recursive connections. Carion et al. \cite{6} proposed to reduce the dimensionality by visualising one self-attention layer for a single pixel at a time. Chefer et
Figure 1: Dynamic Backward Attention Transformer architecture. It consists of an encoder backbone to provide cross-resolution features by merging adjacent patches at each transformer stage, a backward attention module to aggregate these features, and a feature merging module with a residual connection to ensure that the network learns complementary features.

...reassign a relevancy map to the input and propagate it through all the self-attention layers. However, these methods can only illustrate the transformer behaviour for a specific input image. To obtain a summarised explanation across the whole dataset, we plot the CKA matrix [31, 36] which measures the similarity between two layers with features evaluated by the same group of samples. As a model-independent method, the CKA matrix enables the quantitative comparison between two networks regardless of their architectures. In this paper, we illustrate the behaviour of our DBAT by computing the CKA matrix of itself and its backbone transformer. We show that DBAT learns new features from the aggregated cross-resolution patch features to improve its performance.

3 Dynamic Backward Attention Transformer

This section explains the methodologies that constitute our DBAT. As mentioned above, DBAT consists of three modules: backbone encoder, dynamic backward attention module, and feature merging module, as shown in Figure 1. The encoder extracts cross-resolution feature maps from the input image with multiple stages of transformer blocks. The dynamic backward attention module predicts attention masks to aggregate the feature maps extracted from transformer stages. The feature merging module combines the aggregated features and the last feature map using an attention-based residual connection. Finally, the merged features are passed into a segmentation decoder to produce the labels.

3.1 Dynamic Backward Attention

The DBA module relies on a backbone encoder to extract cross-resolution patch feature maps. Unlike previous research in material segmentation [1, 13, 18, 19], we choose to use a transformer instead of a convolutional neural network (CNN). We find the transformer a suitable encoder for the patch training strategy [13, 19] as it is designed to process image patches natively [14] in addition to its promising results for vision tasks [14, 27, 28, 35]. However, the global self-attention mechanism in ViT and its successors [46, 47, 52] can drop the local features, especially for small datasets [36]. To stay with local patch features, we choose the Swin transformer [28] as our encoder, which utilises the window-based self-
Figure 2: Structure of the DBA module. It performs a weighed sum across the feature maps, $Map_{1,2,3,4}$, to produce the aggregated feature. The weights are dynamically estimated based on the input image through the attention module, which takes the fourth feature map $Map_4$ as input.

attention. The transformer consists of four stages of transformer blocks. It learns from small image patches at the beginning and gradually increases the patch resolution at each stage by merging features extracted from adjacent patches. By gathering the outputs from the four stages, we get the cross-resolution patch features.

Figure 2 illustrates our dynamic backward attention module. Its objective is to construct a feature map from the cross-resolution patch features. Under the assumption that transformers can preserve spatial location information [36], we propose to perform a weighted sum across these features at each pixel position. The feature map spatial size of stage $i$ can be represented as $(H_{2^i}, W_{2^i})$, where $H$ and $W$ are height and width of the input image, respectively. After gathering the cross-resolution patch feature maps $Map_i$, the attention module $f_{attn}$ predicts the per-pixel attention masks, $Attn_i$, based on the fourth stage feature, $Map_4$. In detail, $f_{attn}$ takes $Map_4 \in R^{c_4 \times h \times w}$ as input, and processes $Map_4$ with three Conv-BatchNorm-Relu blocks to get an unnormalised attention masks $f_{attn}(Map_4) \in R^{N \times h \times w}$. Here $c_4$ is the channel number of $Map_4$ and $N$ is the number of stages in the encoder. The feature resolution $(h, w)$ is the same between the input and output. In this paper, $N$ is set to 4 and $(h, w) = (H_{\frac{32}{32}}, W_{\frac{32}{32}})$.

To perform the aggregation operation, the attention masks are normalised with the SoftMax function so that the weights across the $N$ channels of $Attn$ at each pixel position sum to 1, as shown by Equation 1. The $i_{th}$ channel $Attn_i$ represents the weights of the feature features at stage $i$. The weighted sum mechanism to aggregate the features for position $(j, k)$ can be represented by Equation 2 and 3:

$$Attn_{i,j,k} = \frac{e^{f_{attn}(Map_4)_{i,j,k}}}{\sum_{i=1}^{N} e^{f_{attn}(Map_4)_{i,j,k}}} \quad (1)$$

$$Weighted_{Map}_{i,j,k} = Attn_{i,j,k} \times Map_{i,j,k} \quad (2)$$
3. Feature Merging Module

The feature merging module guides the DBA module to enhance the local features with complementary features. A straightforward method is the residual connection [18], e.g. \(\text{Merged Feature} = \text{Map}_4 + \text{Aggregated Feature}\). However, this simple addition operation can over-emphasise the condition of \(\text{Map}_4\), and break our DBA module that aggregates the features in a linear manner. Therefore, we propose to bring in more non-linear operations with an attention module [28, 41].

As shown in Figure 3, the feature merging module identifies the relevant information in the aggregated cross-resolution patch features based on the knowledge about the final stage feature map, and merges the complementary features into \(\text{Map}_4\). The query matrix (Q) is predicted from \(\text{Map}_4\). The key (K) and value (V) matrices are predicted from the aggregated feature. The attention alignment scores (also known as similarity scores) are calculated through the matrix multiplication (represented by the @ symbol) between Q and K. The softmax operation then normalises the scores to generate relevant information from the value matrix (V). Notice that here we use the window attention in [28] as well. The partitioned features are normalised with the LayerNorm layer [1] before being fed into the fully-connected (FC) layers (Linear Q, K, V in Figure 3). The MLP is formed by two FC layers with ReLU activation layer in between. Together with the dynamic backward attention module, this process can be described as enhancing the material features by injecting cross-resolution patch features into \(\text{Map}_4\).

Figure 3: The feature merging module. It merges the relevant cross-resolution information from the aggregated patch feature into \(\text{Map}_4\), through the window attention mechanism and residual connection.

\[
\text{Aggregated Feature}_{jk} = \sum_{i=1}^{N} \text{Weighted}_i \cdot \text{Map}_{i,jk}
\]
4 Experiments

Datasets. We evaluate our proposed DBAT on the Local Material Database (LMD) [13, 14, 15], which contains 16 mutually exclusive labels for 5,845 low-resolution multi-source images, and the OpenSurfaces [1], which has 45 categories for 25,352 high-resolution images of indoor scenes. As annotating images with material labels is a challenging task [13, 15], these two datasets can only provide sparsely labelled segments. In particular, for the OpenSurfaces, 27 of the 45 material classes have more than 60 samples. 39.44% of the samples are segmented as "wood" and "painted". The highly unbalanced category sizes make the evaluation on the OpenSurfaces less reliable compared with the LMD. As a consequence, the experiments primarily focus on the LMD, and record the performance evaluated on the OpenSurfaces as an additional piece of evidence. It is worth noting that recent dataset MCubeS [24] is not evaluated since this paper focuses on material segmentation with RGB images.

Evaluation metrics. In our experiments, we use three metrics: mean pixel accuracy (Pixel Acc), mean class accuracy (Mean Acc), and mean intersection over union (mIoU), to assess the model’s ability to identify materials. For each image in the LMD, since the ground truth segment only labels a small area of the entire material, the mIoU numerator would be much smaller than it should be. Therefore, the LMD is not evaluated with mIoU. In addition, we also report the resources that each model requires, including the number of trainable parameters and the number of FLOPs. To set a selection criterion for SOTA models, we measure the frames per second (FPS) and choose the model variants that can support real-time inference.

Implementation details. The backbone encoders to be compared are pre-trained on ImageNet [1]. This pre-training step replaces the multi-branch multi-task configuration in [13] which ensures the models can have prior knowledge about the contextual information in the image, such as scene and objects. For the Swin backbone, the implementation follows the original paper and sets the window size as 7. The decoder is set as the Feature Pyramid Network (FPN) [25] since Heng et al. [17] shows that FPN can recognise the materials that cover a small image region well. Moreover, it is worth noting that our DBAT is different from FPN. The FPN is designed to learn from low-level and high-level features, while our DBAT aims to learn material features from cross-resolution patches. We use the AdamW optimiser to train the networks with batch size 16, coefficients $\beta_1 0.9$, $\beta_2 0.999$, and weight decay coefficient 0.01. Further, the learning rate is warmed-up linearly from 0 to 0.00006 with 1,500 training steps, and decreased second-order polynomially with 200 epochs for the LMD, 34 epochs for the OpenSurfaces. More discussion about the training configurations is in the supplementary materials.

Quantitative Analysis. Table 1 compares the segmentation performance of our DBAT against the baseline model ResNet-152 [13], and four SOTA models, ResNest-101 [15], EfficientNet-b5 [14], Swin-t [24], and CAM-SegNet [13]. The CAM-SegNet is chosen because it is the newest architecture for the material segmentation task, although it does not meet the real-time selection criterion. Its local branch is equipped with the DBA module, and its performance is reported as CAM-SegNet-DBA. Among all the models that can serve real-time inference, our DBAT achieves the highest accuracy across the two datasets in terms of Pixel Acc/Mean Acc/mIoU. Specifically, when evaluated on the LMD, DBAT
Table 1: Segmentation performance on the LMD and the OpenSurfaces. The FPS is calculated by processing 1000 images with one NVIDIA 3060ti. The uncertainty evaluation is reported across five runs.

<table>
<thead>
<tr>
<th>Datasets Architecture</th>
<th>LMD</th>
<th>OpenSurfaces</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pixel Acc</td>
<td>Mean Acc</td>
</tr>
<tr>
<td>ResNet-152</td>
<td>80.68 ± 0.11</td>
<td>73.87 ± 0.25</td>
</tr>
<tr>
<td>ResNeSt-101</td>
<td>82.45 ± 0.20</td>
<td>75.31 ± 0.29</td>
</tr>
<tr>
<td>EfficientNet-b5</td>
<td>83.17 ± 0.06</td>
<td>76.91 ± 0.06</td>
</tr>
<tr>
<td>Swin-t</td>
<td>84.70 ± 0.26</td>
<td>79.06 ± 0.46</td>
</tr>
<tr>
<td>CAM-SegNet-DBA</td>
<td>86.12 ± 0.15</td>
<td>79.85 ± 0.28</td>
</tr>
<tr>
<td>DBAT</td>
<td>86.85 ± 0.08</td>
<td>81.05 ± 0.28</td>
</tr>
</tbody>
</table>

achieves +0.73%/+1.2% higher than the second-best model, CAM-SegNet-DBA. It is also +2.15%/+1.99% higher than its backbone encoder, Swin-t. As for the OpenSurfaces, our DBAT beats the chosen four real-time models, and its performance is close to the multi-branch CAM-SegNet-DBA (-0.36%/+0.76%-0.10%) with 9.65 more FPS and 19.6G fewer FLOPs. Compared with the original Pixel Acc (71.65%) of CAM-SegNet reported in [19], our DBAT achieves an improvement of 21.21%.

**Qualitative Analysis.** Figure 4 shows the predicted segmentation for one indoor scene. The boundary between the wooden window frame and glass-made windows in DBAT segmented image is more adequate than the segments predicted by other networks. Moreover, the DBAT segmented image has fewer flying pixels than the EfficientNet-b5 and Swin-t. This indicates that the generalisable material features that DBAT learns can distinguish different materials accurately. The supplementary material contains two more segmented images for bedroom and kitchen photos.

**Network Behaviour Analysis.** This section addresses the network behaviour through the CKA matrix [31, 36], which measures the similarity between the feature maps \((X, Y)\) extracted from two arbitrary layers. More detail about the CKA matrix is included in the supplementary material. Figure 5 visualises the CKA heatmap of the DBAT in Figure 5.

![Figure 4: Predicted segmentation of one living room image.](image-url)
Figure 5: The CKA matrix where each position measures the similarity between the features extracted by two arbitrary layers. The brighter the colour is, the more similar features these two layers extract.

(a) and the cross model heatmap between DBAT and Swin in Figure 5 (b). The layers are indexed by the forward propagation order. Before layer 106, the DBAT shares the same network architecture as the Swin. The bright line in Figure 5 (b) connecting (0, 0) and (105, 105) gets darker when approaching point (105, 105). This indicates that the Swin backbone in the DBAT extracts similar features to when used alone at shallow layers and gradually learns something new when approaching deeper layers. The dark region in Figure 5 (a) from layer 106 to 113 reflects the attention masks predicted by the DBA module. By gathering the cross-resolution feature maps, the aggregated features contain information from both shallow and deep layers, illustrated by the bright region between layer 113 and 124. After layer 124, the feature merging module combines the relevant information from the aggregated features into $\text{Map}_4$, which is extracted from layer 106. This module produces a feature map that differs from the feature extracted by Swin, as shown by the points around (140, 100) in Figure 5 (b).

**Ablation Study.** This section analyses the effectiveness of each component in the DBAT by taking them off one by one. Table 2 shows that without the feature merging module, the Pixel Acc decreases by 1.61% and Mean Acc decreases by 2.04%. This indicates that the residual connection is important to guarantee an increase in performance. After removing the dynamic backward attention module, the performance drops by another 0.72% in Pixel Acc and 0.13% in Mean Acc. The per-category analysis in the supplementary material shows that the DBA module improves the performance in materials that usually have unique appearances, such as paper, stone, fabric and wood. This indicates that the cross-resolution features successfully learn from distinguishable material features.

In addition to analysing network components, this section also studies the implementation choices that fulfil the DBAT: 1) how to predict the attention masks; 2) how to downsample the feature maps; 3) how to merge the aggregated features with $\text{Map}_4$. Table 3 shows the performance differences by switching one of the implementations in DBAT to its alternative. DBAT originally adopts regular convolutional kernels to generate the attention masks.
as in [11]. By replacing the kernel with its dilated version [49], the attention masks are predicted with an enlarged receptive field. However, the performance decreases significantly. This indicates that restricting its view to local regions is critical for the dynamic attention module. As mentioned in Section 3.1, the cross-resolution feature maps need to be downsampled to cope with the fixed size attention masks. DBAT chooses to use the MLP, and the size is the same as the down-sample rate. Instead of using trainable kernels, a superficial non-parametric pooling layer can also do the job, which decreases the performance by (-0.88%/-1.58%). The slight decrease in Pixel Acc and the significant decrease in Mean Acc indicate that the trainable down-sampling method can help balance the performance across different material categories. As for the feature merging module, a simple residual connection only harms the performance by (-0.58%/0.64%). This highlights that the DBAT needs the Map4 to guide the aggregation of cross-resolution features.

<table>
<thead>
<tr>
<th>Implementation Choices</th>
<th>Δ Pixel Acc</th>
<th>Δ Mean Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generate Attention Masks</td>
<td>CNN → Dilated CNN</td>
<td>-2.15</td>
</tr>
<tr>
<td>Down-sample</td>
<td>MLP → Average Pooling</td>
<td>-0.88</td>
</tr>
<tr>
<td>Feature Merging</td>
<td>Attention → Residual Connection</td>
<td>-0.58</td>
</tr>
</tbody>
</table>

Table 3: The study of different implementation choices in each component of our DBAT. The component on the left side of the arrow is replaced with the right side in the experiment.

5 Conclusion

This paper proposed a single branch network to enhance the material features dynamically by aggregating the cross-resolution patch features. Our DBAT beats all chosen models that can serve real-time applications on two datasets, and achieves comparable performance with fewer FLOPs than the multi-branch CAM-SegNet. We also illustrated its mechanism through visualising the attention masks as well as the CKA heatmaps. We show that about half of the information comes from layers that extract features from small patches which can help the network separate multiple overlapping materials. In addition, the CKA heatmap shows that the aggregated feature is highly similar to shallow layers. In the future, we plan to interpret the material features that our DBAT learns by comparing them with features extracted from different tasks, such as object segmentation.
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