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Self-distillation and Uncertainty Boosting
Self-supervised Monocular Depth Estimation

Goal:
Develop a two-stage training scheme for self-supervised monocular depth 
estimation approaches.

Contributions:
• Introducing an auxiliary teacher-student objective for SDE training

• Utilizing heteroscedastic uncertainty modelling to select optimal settings.

• Conducting extensive experiments to show the generalization ability to 
existing SOTA models.

1. Self-supervised monocular depth estimation (SDE)
Avoiding acquisition of depth ground truth, SDE trains a depth network 

and a pose network simultaneously for an image reconstruction object. 
Given an intrinsic matrix 𝐾, it uses estimated depth 𝑑 and camera pose 𝑇
change to warp a source frame 𝐼𝑠 to a target frame 𝐼𝑡 . 

Weights are optimized by the colour differences between warped 𝐼𝑠′
and 𝐼𝑡 via photometric loss 𝑳𝑷 and an edge-aware smoothness penalty 
term 𝑳𝑺 :

The final loss for this image reconstruction task:

𝒍𝒑𝒉𝒐𝒕𝒐𝒎𝒆𝒕𝒓𝒊𝒄 = 𝑳𝑷 + β 𝑳𝑺
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3. Task-dependent uncertainty formulation:
Following [1], we reformulate 𝒍𝒑𝒉𝒐𝒕𝒐𝒎𝒆𝒕𝒓𝒊𝒄 and 𝒍𝒓𝒆𝒈𝒓𝒆𝒔𝒔𝒊𝒐𝒏 to 

𝒍𝒓𝒆𝒄𝒐𝒏𝒔𝒕𝒓𝒖𝒄𝒕𝒊𝒐𝒏 and 𝒍𝒅𝒊𝒔𝒕𝒊𝒍𝒍𝒂𝒕𝒊𝒐𝒏 with their corresponding uncertainty:

As a result, we use a combination of two losses above:

𝒍𝒇𝒊𝒏𝒂𝒍 = 𝒍𝒅𝒊𝒔𝒕𝒊𝒍𝒍𝒂𝒕𝒊𝒐𝒏 + 𝒍𝒓𝒆𝒄𝒐𝒏𝒔𝒕𝒓𝒖𝒄𝒕𝒊𝒐𝒏

2. Self-distillation scheme:
We introduce a teacher depth model 𝑻 and let 𝑑 from a student depth 

network to regress 𝒅𝒑𝒔𝒆𝒖𝒅𝒐 = 𝑻(𝑰𝑡) using an L𝟏 loss:

𝒍𝒓𝒆𝒈𝒓𝒆𝒔𝒔𝒊𝒐𝒏 = 𝑑 − 𝑑𝑝𝑠𝑒𝑢𝑑𝑜

Then, we firstly combine 𝒍𝒓𝒆𝒈𝒓𝒆𝒔𝒔𝒊𝒐𝒏 with 𝒍𝒑𝒉𝒐𝒕𝒐𝒎𝒆𝒕𝒓𝒊𝒄 using several 

manually-tuned settings:

l = 𝑤𝑝ℎ0
∗ 𝒍𝒑𝒉𝒐𝒕𝒐𝒎𝒆𝒕𝒓𝒊𝒄 + 𝑤𝑟𝑒𝑔 ∗ 𝒍𝒓𝒆𝒈𝒓𝒆𝒔𝒔𝒊𝒐𝒏

And we find that it is hard to select the optimal weight setting, based 
on the table below.

4. Overview of SUB-Depth training

We validate SUB-Depth on three different SDE approaches: Monodepth2 [2], 
HR-depth [3] and DIFFNet [4] with KITTI benchmark.

Quantitative comparison on KITTI Eigen split

Output Visualizations

Error Visualizations

Losses' plot during training
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