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Disentangle and Distill(TripleDNet)

➢ Models relying on SfM fail disastrously and 
mask out causing training disrupted.

➢ Our solution: We propose TripleDNet
(Disentangled Distilled Depth Network), a 
multi-objective, distillation-based 
framework for purely SS depth estimation.

➢ Further objectives are added to SfM-based 
estimation to constrain the solution space 
and to allow feature space disentanglement.

➢ Distillation and disentanglement 
mechanisms based on joint learning of novel 
self-supervised pretext tasks and monocular 
depth estimation.

➢ First work to introduce and evaluate self-
supervised IRL to self-supervised depth 
estimation.

➢ Experimental results on two benchmark 
datasets show that the proposed approach is 
able to achieve state-of-the-art performance 
in monocular depth estimation in a fully self-
supervised fashion.

★ Depth-to-Grayscale(D2G)

★ Depth and Grayscale-to-Color(DG2C)

★ Masked D2G(MD2G)

★ Masked DG2C(MD2C)
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Disentanglement for geometry(depth decoder) and appearance(pretext decoder)

Quantitative Results

Encoder Init ↓Abs Rel ↓Sq Rel ↓RMSE ↓RMSElog ↑δ𝟏 ↑δ𝟐 ↑δ𝟑

Supervised 0.103 0.726 4.437 0.180 0.896 0.965 0.984

MoCo 0.103 0.736 4.486 0.177 0.899 0.964 0.984

SimCLR 0.101 0.699 4.443 0.176 0.895 0.967 0.984

SwAV 0.099 0.648 4.296 0.173 0.901 0.968 0.985

Encoder Initialization

Qualitative Results

Examples for Good Cases Examples for Failure
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Distillation via 
Backpropagation

Distillation Skip 
Connection

KITTI

Make3D

• Generalizability of our 

approach Make3D

• Model pretrained on 

KITTI dataset evaluated 

on Make3D

★ Assumptions (constant illumination, static world) are not met in the real world

★ Masking out stationary, occluded, or dynamic pixels

○ Important signals could be lost
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