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Prior works [1,2,3,4] mainly enhance the target frame feature representation 
by aggregating features from support frames.

• SparseVOD, a novel end-to-end trainable video 
object detection method.

• We exceed state-of-the-art methods on 
increasing IoU thresholds (IoU > 0.5) and 
achieve optimal speed-accuracy tradeoff.

Illustrating Challenges of Video Object Detection [1]

• We propose an idea of exploiting temporal 
information to learn region proposals.
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