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Object Pose Estimation Architecture

❖ Loss is proportional to the geodesic distance Δθ 
between a pair of samples

❖ The encoders Ec and Er are trained jointly to compare 
real objects to renderings

Data Augmentations

❖ From top-to-bottom: Horizontal flipping, gaussian 
blurring, color jittering, bounding box augmentation, 
synthetic occlusion augmentation

❖ Synthetic occlusions during training help the model learn 
to ignore foreground occlusions and background clutter

Results

❖ PASCAL3D (L0) and OccludedPASCAL3D (L1-L3)

❖ KITTI3D (Fully Visible, Partly Occluded, Largely Occluded)

(Ours-2 is trained with stronger bounding box augmentation)


