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1 Additional Details of Our Approach

Text-aware Visual Question Prediction. We leverage the powerful capability of the atten-
tion mechanism in transformers [1] to capture the interactions among the extended answer
words, visual objects, and OCR tokens. Our decoding module is based on a dynamic pointer
network [2], which allows both copying words via pointing, and generating words from a
fixed vocabulary obtained from the training set.†

Hyper-parameters. Table. A1 overviews the hyper-parameter settings of TAG. We use the
original parameter settings of downstream Text-VQA models except that we increase the
maximum number of iteration in proportion to the increased size of the augmented data to
accommodate the enlarged number of training samples.
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*Part of this work was done when JW was an intern at Salesforce Research.
†Our decoding module is implemented following the implementation of the decoding module in TAP [3]. We

keep their default hyper-parameters except otherwise noted.

Citation
Citation
{Vaswani, Shazeer, Parmar, Uszkoreit, Jones, Gomez, Kaiser, and Polosukhin} 2017

Citation
Citation
{Vinyals, Fortunato, and Jaitly} 2015

Citation
Citation
{Yang, Lu, Wang, Yin, Florencio, Wang, Zhang, Zhang, and Luo} 2021



2 STUDENT, PROF, COLLABORATOR: BMVC AUTHOR GUIDELINES

Hyper-parameters Value
Max length of answer words wans 20
Max length M of visual objects wob j 100
Max length N of scene texts wocr 100
Max length K of extended answer words 220
max length T of decoding step 30
optimizer Adam
batch size 128
max iterations 24K
base learning rate 1e-4
learning rate steps 14K, 19K
learning rate decay 0.1

Table A1: Hyper-parameters of TAG.

2 Additional Qualitatively Visualization of TAG
We present additional visualization results of generated QA pairs by TAG on the TextVQA
training set in Figure. A1.

Q: what is the name on the first bottle 
from the left?
A: 100% satisfaction blend

Q: what is written on the left side of 
the red label on the left?
A: Sa4stacrie

Q: what is the slogan printed on the "thanks" 
advertisement behind these rugby players?
A: it's how we connect

Q: what does the sign say on the left?
A: NK

Q: what is the alcoholic content of the 
middle bottle?
A: 9.2%

Q: what is the brand of the wine?
A: Trappistes

Q: what 3 numbers come after 
“d”?
A: 803

Q: what is the title of this book?
A: Oktett

Figure A1: We visualize the examples of the generated QA pairs (bottom in orange) by the
TAG module compared with the original annotated QA pairs (top in blue) on the TextVQA
training set. "Q" and "A" refer to question and answer, respectively. Best viewed in color.
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