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1. Comparison with Existing Models
● MSPred outperforms SOTA models on three diverse datasets

• Our approach: Multi-scale prediction (MSPred)
○ Forecasting details (i.e. subsequent video frames) for short time horizons
○ Predicting abstract representations (e.g. poses or semantics) long into the future using 

coarse temporal resolutions

• Video Prediction: Given N seed video frames, generate plausible M subsequent frames.
• Useful in autonomous systems for:

○ Anticipative behavior planning
○ Enabling Human-Robot interaction and collaboration

• Challenges:
○ Precise details cannot be foreseen long into the future
○ Frames are often not the most useful representation, leading to blurry predictions
➢ Existing models often not useful for autonomous systems’ applications

• Convolutional Encoder: Maps frames to feature 
maps of increasingly coarser spatial resolution.

• Multi-Scale Decoder:
○ Three different decoder heads operating at 

different spatio-temporal resolutions. 
○ Each head makes predictions of distinct level of 

abstraction, e.g., frames, poses and positions.
○ Each head uses the most recent feature maps 

from current and above hierarchy levels.

• Predictor: Three recurrent modules operating at 
different temporal resolutions:
○ Lowest level processes all inputs and models 

fast changing details.
○ Higher levels operate with coarser temporal 

resolutions and model more abstract features.

Quantitative Evaluation

2. Ablation Study
● Temporal and spatial hierarchy lead to best results
● Hierarchical supervision not a key factor for MSPred success
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• MSPred operates as follows: 
○ Seed stage (left): Encoding seed frames and feeding features to the recurrent modules.
○ Prediction stage (right): Autoregressively forecasting future representations and making 

predictions of different abstraction level. Images are predicted at every time-step, whereas 
higher-level representations are predicted with coarser temporal resolutions.


