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Abstract

Unsupervised point cloud completion aims to infer the whole geometry of a partial
object observation without requiring partial-complete correspondence. Differing from
existing deterministic approaches, we advocate generative modeling based unsupervised
point cloud completion to explore the missing correspondence. Specifically, we propose a
novel framework that performs completion by transforming a partial shape encoding into
a complete one using a latent transport module, and it is designed as a latent-space energy-
based model (EBM) in an encoder-decoder architecture, aiming to learn a probability
distribution conditioned on the partial shape encoding. To train the latent code transport
module and the encoder-decoder network jointly, we introduce a residual sampling strategy,
where the residual captures the domain gap between partial and complete shape latent
spaces. As a generative model-based framework, our method can produce uncertainty
maps consistent with human perception, leading to explainable unsupervised point cloud
completion. We experimentally show that the proposed method produces high-fidelity
completion results, outperforming state-of-the-art models by a significant margin.

1 Introduction

Point cloud data is a fundamental representation of 3D geometry, contributing to numerous
applications in robotics, auto-navigation, augmented reality, efc. Limited by viewing angle,
occlusion, and acquisition resolution, raw point clouds are generally sparse and incomplete.
We argue that the completion of partial scans is not only essential for a better understanding
of 3D scenes, but also beneficial for many downstream 3D computer vision tasks, including
classification [6, 29], segmentation [14, 27], and detection [25, 28]. To this end, increasing
attention has been dedicated to point cloud completion.

© 2022. The copyright of this document resides with its authors.
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Pioneered by PCN [40], supervised methods [23, 31, 33, 39] have achieved impressive
completion results. However, they usually rely on large-scale datasets with both partial and
corresponding ground truth complete shapes, where the latter is hard to collect. To tackle
the difficulty in data collection, unsupervised point cloud completion has recently gained
popularity due to its capability of utilizing both synthetic and real-world datasets. In the
unsupervised setting, only unpaired samples from the partial observation domain and complete
shape domain are provided, so a model needs to infer the partial-to-complete relationship.
Existing methods [2, 7, 32] address the problem mainly by mapping a partial shape to a latent
code that can be decoded as a valid complete shape. Nevertheless, a deterministic one-to-one
mapping is assumed in existing methods, which can be biased because a partial shape can
correspond to multiple complete shapes due to the missing geometries.

We introduce a generative model-based strategy to explore the one-to-many mapping inher-
ent in point cloud completion; thus, we can capture the prediction uncertainties, representing
our ignorance about the complete shape space. Specifically, we leverage an encoder-decoder
architecture, where parameters of the encoder and decoder for complete and incomplete
point clouds, respectively, are shared. For an incomplete shape latent code, we assume it
locates somewhere near its corresponding complete shape codes in the latent space. Conse-
quently, we design an energy-based model (EBM) [1] and deploy it in the latent space of the
encoder-decoder architecture. The latent-space EBM aims to learn a conditional distribution
of complete shape code given a partial shape code. By sampling with the gradient-based
Markov chain Monte Carlo (MCMC) (e.g. Langevin dynamics [10]) initialized by a partial
shape code, a latent code corresponding to a valid complete shape can be generated.

The vanilla Langevin dynamics [10] do not facilitate back-propagation since a compu-
tationally expensive second-order gradient is needed when back-propagating through the
Langevin iterations. Therefore, existing EBMs are either integrated into a deep neural net-
work as a prior model [24, 41] or utilized with a pre-trained network [44]. Unlike existing
techniques, we propose a residual sampling strategy that, for the first time, enables joint
training of a latent-space EBM and a task-related generator. Particularly, instead of sampling
the conditional latent code of a complete shape directly, we generate a residual that captures
the gap for transporting a code from one domain (partial shape space) to the other (complete
shape space). By adding the residual back to the partial latent code, we achieve both com-
plete latent code sampling, and gradient back-propagation with parameter updating for the
encoder-decoder.

Our main contributions are summarized below:

* We propose a novel energy-based latent transport mechanism, enabling generative
modeling of the unsupervised point cloud completion task for the first time.

* We present a residual sampling strategy that allows joint training of a latent-space EBM
and an encoder-decoder.

» Experimental results indicate that our model not only achieves state-of-the-art perfor-
mance on synthetic (ShapeNet [5]) and real-world (KITTI [11], ScanNet [8], Matter-
Port3D [4]) datasets, but is also capable of generating explainable uncertainty maps.

2 Related Works

Unsupervised Point Cloud Completion. As a pioneering work for unsupervised point
cloud completion [2, 3, 7, 32, 42], Pcl2Pcl [7] proposed an adversarial learning-based
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approach, where they firstly train two autoencoders for incomplete and complete point clouds,
respectively, then a generator [12] was used to transform latent code of the incomplete shape
to that of the complete shape. Following [7], Cycle4Completion [32] introduced two cycle
transformations between the latent space of the complete and partial shapes, achieving dual-
direction transformation of the two shape codes. However, it imposes a strong “one-to-one
deterministic mapping” constraint [45], neglecting the uncertainty in the partial and complete
shape domains. To address this issue, Shapelnversion [42] searched for a latent code in the
latent space of a pre-trained GAN [12] with a partial-complete matching loss. Nevertheless,
the search, as a minimization program, is highly non-convex, where the optimization can be
easily stuck in a local minimum, leading to poor completion quality. More recently, Cai et
al. [2] encoded a series of related partial point clouds into a unified latent space as a complete
shape code and multiple occlusion codes, but a deterministic one-to-one mapping is assumed
to perform completion, while a partial shape can have multiple valid, complete predictions
due to occlusion. Different from existing methods, we propose a novel energy-based latent
transport module, with which we aim to model the distribution gap between the partial and the
complete shape codes. Further, as a generative model, our method can produce uncertainty
maps representing ignorance of the model towards its prediction.

Energy-Based Models. Learning a data distribution for new sample generation is an important
task in machine learning. Recent works have shown that energy-based models (EBMs) [1]
have a strong capability in modeling high dimensional data, such as images [10], videos [37],
and point clouds [36]. Yet, the capability of EBMs in point cloud completion remains unclear,
which makes our method a research pioneer on the topic. Despite leveraging EBMs in data
space, Pang et al. [24] proposed to jointly learn a latent space energy-based prior with a
top-down generator network. Our method differs from [24] as our EBM takes an output from
a learnable module. Therefore, gradient back-propagation is necessary to train the network
while [24] does not support it. LETIT [44] is the most related art to our method, where an
EBM is deployed in the latent space of a pre-trained variational autoencoder (VAE) [18] to
transform a latent code from one domain to another domain. Despite that, the VAE and the
EBM are trained in two stages since sampling from an EBM blocks gradient back-propagation
to the encoder. To the best of our knowledge, we achieve simultaneous training of a latent
space EBM for the first time, thanks to the proposed residual sampling strategy.

3 Method

Letx € X and y € ) be samples from the partial and complete point cloud domain, respectively.
We are provided with samples from two marginal distributions p(x) and p(y) instead of the
joint distribution p(x,y) in the unsupervised point cloud completion task. The goal of this
task is to estimate the conditional distribution p(y|x) with a point cloud completion model
p(yx—ylx), where yx_,y is a sample produced by translating a sample from the partial point
cloud domain X to the complete point cloud domain ). Given the one-to-many mapping
attribute inherent in the point cloud completion task, we present a generative unsupervised
point cloud completion model, where a latent variable is introduced to explore the missing
correspondence knowledge from the partial observation. Our model consists of four main
parts, namely 1) an encoder (&) for point cloud code extraction, 2) a latent-space energy-
based model with energy function Ejy to fill the code gap between the partial point cloud and
its corresponding completion, 3) a decoder (Dg) for point cloud reconstruction and 4) a point
domain discriminator (Dy) to achieve adversarial learning (see Figure 1).
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Figure 1: Model overview. Our model consists of 1) an encoder £, and a decoder D[; for both
domain X and ), 2) an EBM (Ej) that transports a partial shape latent code z, to a complete
shape latent code Z, ,y, 3) and a point domain discriminator Dy.

Notably, the encoder projects a point cloud into the latent space, leading to a partial point
cloud code z, or a complete point cloud code zy. Since z, is the representation of a shape with
full geometry, we feed it directly to the decoder for point cloud reconstruction. However,
the decoder cannot effectively reconstruct the corresponding complete point cloud with the
latent code z, of the incomplete shape due to information loss caused by partial observation.
The latent-space EBM is then introduced to transport z, to its corresponding complete shape
latent code Zy_,y. In this way, the same decoder can complete a partial observation with the
inferred latent code Zy_,y. Finally, adversarial training is presented to guarantee the quality of
the inferred complete shape X for effective unsupervised point cloud completion.

In the following sections, first, we introduce the energy-based transport module via
residual sampling (Section 3.1). Then, we discuss our learning pipeline to achieve joint
training of our encoder-decoder framework (Section 3.2). Finally, we present our objective
functions (Section 3.3) for the proposed generative unsupervised point cloud completion task.

3.1 Energy-based Residual Latent Transport

EBM for supervised point cloud completion - A preliminary: Following Pang et al. [24],
we define the conditional distribution of the complete shape latent code as: pg(zy|z¢) =

Po(yax)  _ exp[—Ep(2y,2)]
Jo Po(zy2x)dzy Z(z::0)
neural network, mapping the code pair (zy,z,) to a scalar that measures their compatibility.
Z(z:;0) = [exp[—Epg(zy,2x)]dzy is the normalizing constant. For supervised point cloud
completion, Eg(zy,zy) can be easily modeled as we have paired training samples. In this case,
given z, zy can then be achieved by Langevin dynamics [10] following:

, where Eg (zy,zy) is the energy function parameterized by a deep

t+1 I_iziE(l )+581 (1)
Zy —Zy ) aZy 0 ZyaZx 5

where ¢ represents Langevin steps, 8 is the step size, & ~ A(0,1I) is the Gaussian random
noise. The prediction process via Langevin sampling in Eq. 1 can be considered as finding z,
to minimize the cost Eg(zy,2x) given zy.

Challenges and solution of applying EBM for unsupervised point cloud completion: In
the unsupervised setting, we have no access to paired partial-complete point cloud samples,
thus, we are incapable of directly modeling the compatibility of z, and z, through the energy
function Eg(zy,zx). Alternatively, we model the conditional distribution of the residual ry,
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instead, representing the distribution gap between the latent space of the two domains as:

po(ray,2x)  exp[—Eg(rey,zx)]
Jo Po (rxy,Zx)de Z(ryy;0)

Different from Ey for the conditional distribution of complete code in the supervised
setting, the energy function Eg (ryy,zx) in Eq. 2 is designed to build the bridge between z, and
2y, which we term “latent code transport”. The benefits of learning the residual instead of
the complete code mainly lie in (see Section 3.2): 1) No paired partial-complete point cloud
data is needed for the residual-based EBM, leading to unsupervised point cloud completion.
Particularly, we can define the initial state of ry, as 0, representing no domain gap between
partial-complete point cloud codes. The model is trained to gradually refine ryy. 2) It leads to
joint training of the EBM and the encoder-decoder framework, which is significantly different
from existing techniques, where the two modules are updated separately [24, 41].

Po (VA}|ZX) ()

3.2 Joint Training of EBM and the Encoder-Decoder Framework

For the conditional distribution pg(ry|zx) modeled with an energy-based model, we can
sample the residual r,, given a partial shape code z,, by running several Langevin steps
similar to Eq. 1. With multiple (K) Langevin steps, it has been proved that the final 7,y = g is
sampled from the true conditional residual distribution q(rxy|zx) [24]. In this way, a complete

shape code Z,_,, can be obtained as:
Zx—>y =2zZx+ Q(rxy) 3)

Here, we apply the stop gradient operation (Q(+)) [10] to avoid unfolding the Langevin dy-
namics iteration and involving the second-order gradient of r, in future gradient computation,
which is computationally expensive as shown in our supplementary material. Specifically,
we define the parameter set of the encoder as & and the loss function as £. The encoder can

L _ oL aZA d
56 = 8;} & With the stop gradient

operator Q(+), the gradient can be simplified as ‘33 = gf 33’ which can be supported by
automatic differentiation.
The EBM module can be trained via maximizing the log-likelihood [22, 35] as: Lepm =

N Z 1 log pe(ryy |z.), where N is the number of the partial point clouds. The gradients can be

be trained with standard gradient descent via:

obtained as: AQ = L YV HE pg (r120) [WEQ(VXWZ )} - WEG( riy,2%)}. In practice, we feed

Zrsy 10 Eg, leading to: AO = & YV {Ez,, ~p, [aeEe(szy)} — aa—eEe( Fiy )}

The first term of A is tractable. However, we cannot directly estimate 89E9( X},z O}
as the paired residual and partial code (ryy,zy) is unavailable. We find that Eg(r},,z}) is
minimized when r,, can indeed represent the true partial-complete code gap. We then claim
that the minimization of Eq(r xy?Zx) is equivalent to finding z, of the complete point cloud
code that minimizes the same energy function Eg. In this way, we approximate Eg (ryy,zx) of
the partial point cloud with Eg(zy) of the complete point cloud with:

1 ¥ Jd . . d
= N ZEZA‘A)‘NPQ[%EQ(ZX—W)] EZ\NPV[aGEG(Z})] +C (4)
i=1

where C is a constant which can be ignored during training. We use the proposed residual
sampling strategy to sample a Zy_,, from pg, and Adam [17] with A@ to update 6. Given
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the inferred latent code for both the partial and complete observation, the decoder Dg
parameterized with 8 can then be updated with stochastic gradient descent.

3.3 Training Objectives

Reconstruction loss: We adopt Chamfer Distance (CD) as the reconstruction loss. Given
two sets of point clouds S; and S,, CD measures the point cloud similarity via:

CD(S1,$%,) = ||P1 o+ — min ||p2 — pi|2, (5)
\51| ,,;S |52| ,,;SZ 1€8)

where p| and p; are points from S; and S», respectively. Given the reconstructed complete
point cloud ¥ and the ground truth y, the reconstruction loss is defined as: Lrecon = CD(y,¥)
Fidelity loss: “Fidelity loss” is used to measure how much geometrical details of a partial
observation are preserved in the complete prediction. Specifically, the fidelity loss is defined
as a Unidirectional Chamfer Distance (UCD) as shown in Eq. 6:

Lfidelity = T Z min nfp1=p2f, (©6)

p1€x

where % is the reconstructed complete point cloud from the inferred complete code Zy_,y, and
X is a partial shape input.

Adversarial loss: We introduce adversarial training to our framework with a discriminator
parameterized by a deep neural network to achieve regularizing point predictions to be
complete shapes. Specifically, we define adversarial loss following [13, 20] as:

Lagy = E[min(0, —1 4 Dy(¥))] + E[min(0, —1 — Dy (%))] ™)

where Dy, is the discriminator, ¥ and J are point clouds reconstructed given partial input and
complete input, respectively.

EBM loss: The EBM parameters 6 can be updated with A8 in Eq. 4. Additionally, we
follow [10] to add a weak ¢, normalization term on the energy magnitude for numerical
stability. Therefore, the loss function for the latent transport module is defined as:

£ebm = —Lepm +A'(E9 (Zy)z +Eg (ZX—W)Z) (®)

where A is the weight for the regularization term, and we define A = 0.1 empirically.

Given the definition of the above four types of loss functions, we train the proposed model
using the following steps: 1) For partial shape x and complete shape y, the encoder generates
their corresponding latent code z, and zy; 2) The energy-based transport translates zy to its
corresponding complete shape latent code Zy_,,, where the Langevin step size 52 =0.05;3)
The decoder reconstructs ¥ and § from Z,_,, and z,, representing the reconstructed complete
shape of x and that of y; 4) The encoder-decoder framework with parameters { ¢, 3} is updated
with the loss function Leq = Lrecon + A1 Lidelity — A2E[Dy(X)] where the last term (—E[D,(%)])
is adopted from Miyato et al. [21] to regularize the distribution of predicted point clouds in
the complete shape domain. Empirically, we set A; = 2 and A, = 1; 5) The latent transport
module is updated with Lepm; 6) The discriminator is updated with L,qy.

During testing, given the partial point cloud x, we first obtain its latent code zy = Eq (x).
Then we feed it to the latent transport module with an initial state of r =0.Werun K =8
Langevin steps to obtain the residual 7y, = Xy, which is used to generate the complete shape
code Z,,, via Eq. 3. Finally, we generate the complete shape ¥ = Dg(Zx—,).
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Table 1: Shape Completion results of supervised (upper three rows) and unsupervised (lower
five rows) methods on the 3D-EPN dataset. The numbers shown are CD | scaled by 10*.
Method Avg. | Plane Cabinet Car Chair Lamp Sofa Table Boat
3D-EPN[9] |29.1| 60.0 27.0 24.0 160 38.0 450 140 9.0
FoldingNet [38] | 9.2 | 24 8.5 72 103 141 91 136 8.8
PCN [40] 76 | 20 8.0 50 9.0 130 8.0 100 6.0
Pcl2Pcl [7] 174 | 4.0 19.0 10.0 200 23.0 260 260 11.0
C4C. [32] 143 | 3.7 126 81 146 182 262 225 8.7
Shapelnv. [42] | 23.6 | 4.3 207 119 206 259 548 38.0 128
Caietal [2] |13.6| 3.5 122 90 121 17.6 260 19.8 8.6
Ours 94 | 23 122 58 120 128 103 138 5.7

4 Experiments

4.1 Implementation Details

We implement the encoder with the PointNet++ [26] set abstraction operation and point
transformers [43]. There are three set abstraction layers in our encoder; following each
is a point transformer block. The decoder consists of a latent code projection layer, three
self-attention blocks [30], and a multi-layer perceptron [15] with one hidden layer. The
discriminator is implemented in the same way as PU-GAN [19].

4.2 Performance on ShapeNet Dataset

Dataset. In the footstep of [7, 32], we evaluate our method on the 3D-EPN dataset [9],
which is a point cloud completion benchmark derived from the ShapeNet [5] dataset. Eight
incomplete shapes are produced for each 3D shape by projecting a 3D shape to a 2.5D depth
image with one of eight fixed viewpoints and then back-projected to 3D coordinates, where
2048 points are uniformly sampled from object surfaces.

Quantitative and qualitative evaluation. Table 1 shows performance comparison on the
3D-EPN dataset, where we adopt Chamfer Distance (CD) as the metric, and compare with
both unsupervised methods [7, 32, 42] and supervised methods [9, 38, 40]. Table 1 explains
that our method outperforms existing unsupervised methods with a large margin. Specifically,
our method achieves the best result in all categories and surpasses Cai ef al. [2] by 4.2 on
the average CD metric. Figure 2 illustrates the qualitative results of our method compared
with the competitive techniques. In general, there are many outliers in the prediction of
Cycle4Completion [32] while Shapelnversion [42] struggles to yield shapes with uniformly
distributed points. It can be clearly observed that our method can achieve better quality with
more uniform point distribution and complete geometries.

4.3 Performance on Real-World Datasets

To test the generalization ability of our model on real-world data, we extract partial objects
from MatterPort3D [4], ScanNet [8], and KITTI [11]. Our model, as well as other competitive
state-of-the-art unsupervised methods, are trained on the 3D-EPN dataset without further
fine-tuning. As Table 2 indicates, our model can outperform Cycle4Completion [32] by a
significant margin on all datasets. However, since Shapelnversion [42] directly minimizes
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Figure 2: Qualitative Result on the 3D-EPN dataset. From left to right by column: input
incomplete point clouds, results from Cycle4Completion [32] Shapelnversion [42], ours, and
the ground truth.

the UCD metric between partial and prediction pairs, the results are comparable to ours on
real-world datasets.

4.4 Model Analysis

Uncertainty Estimation: As the first generative unsupervised completion model, our frame-
work can provide meaningful uncertainty maps that summarize the stochasticity of the
inference process. Specifically, an uncertainty map is generated by performing multiple times
of inferences, and we define the variance of the multiple reconstructed complete point clouds
as uncertainty following [16]. Figure 3 visualizes sample uncertainty maps by rendering the
per-point mean as a point and colorizing points with a heatmap converted from the magnitude
of variance. The general trend is as follows: 1) an area with low uncertainty indicates that

Table 2: Shape completion on real-world scans. The numbers shown are Unidirectional
Chamfer Distance (UCD)J scaled by 10*. The sup indicates supervised or unsupervised
method.

ScanNet MatterPort3D | KITTI
Chair | Table | Chair | Table | Car
GRNet [34] yes | 1.6 1.6 1.6 1.5 2.2
PoinTr [39] yes 1.7 1.5 1.8 1.3 1.9
C4C. [32] no 12.0 31.0 12.0 34.0 13.7
Shapelnv. [42] | no 5.0 3.0 5.0 3.0 6.0
Ours no 4.0 3.0 4.0 3.0 7.3

Method sup.
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Figure 3: Uncertainty maps. The first and second rows show partial observations and their
complete ground truth, and the third and fourth rows show two views of uncertainty maps.
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Table 3: Effect of different modules. CD| scaled by 10* are reported here
Method Chair Lamp Sofa Table | Avg.
w/o EB transport 13.6 143 11.9 147 13.6
w/o residual sampling | 144  14.6 122 16.6 | 145
w/o adversarial loss 16.6 195 17.7 255 19.8
Full Model 120 128 103 138 | 12.2

this region or its symmetric correspondence has been observed in the partial shape so that our
model is confident with its prediction; 2) unobserved regions tend to have higher uncertainty
since there can be multiple variants to form a valid completion. For example, the plane wing
is not observed in the partial shape, so our model assigns higher uncertainty scores when
approaching the end of the wing. Note that our model produces high uncertainty on outliers,
such as the abnormal points in the table or chair sample.

Effect of Main Modules: To comprehensively analyse the proposed framework, we provide
ablation studies to show the effectiveness of our proposed methods. There are mainly three
components that we deployed to the encoder-decoder backbone, i.e., energy-based latent
transport, residual sampling, and adversarial loss. We study their effect by removing one of
them from the full model. Table 3 shows the full model’s performance and performance of
models with one of the above modules removed on the 3D-EPN [9] dataset.

For each of the models with one module removed, we observe deteriorated performance
on the four test categories, demonstrating the effectiveness of each module. Note that the first
row of Table 3 indicates the capability of the encoder-decoder backbone. The backbone is
capable of predicting complete shapes with designed losses as well as the adversarial training
framework. The energy-based latent transport module boosts the performance by 1.4 in terms
of the average CD. However, suppose the model is not trained with the residual sampling
strategy, in that case, the latent-space EBM can even harm the performance, as shown in
the second row of Table 3. The model without adversarial loss performs the worst since the
adversarial loss regularizes predictions to be the complete shapes, and if it is removed, the
model tends to reconstruct the input (partial shapes) instead of completing the geometries.
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5

Conclusions

We present the first generative framework for unsupervised point cloud completion that
is capable of generating prediction uncertainty maps. Specifically, we introduce a latent
code transport module based on a conditional EBM formulation for partial-to-complete
transform. A novel residual sampling strategy is proposed to facilitate end-to-end training for
a latent-space EBM. Our experiments show that the proposed method outperforms existing
state-of-the-art models on both synthetic and real-world datasets.
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