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1 Introduction

We propose DiffSketching, the first cross-domain 
sketch-to-image synthesis method utilizing diffusion 
models. Our method can be self-supervised when 
matching inputs, overcoming the large domain gap 
between sketch and generator’s parameter space.

2 Contributions

1. Our method performs better on benchmarks than 

GAN-based models.

2. We can guide the generation process more finely 

and eliminate the singularity and uncertainty of 

input sketches.

3. Our method is capable of editing images and 

conducting image interpolation.

3 Method

We use perceptual diversity learning and image 

constraint identity learning to fine-tune the generation 

of diffusion models:

4 Experiments
Quantitative experiment

Qualitative experiment

Image editing and interpolation 

Fine-grained sketch controlling

Test on real human sketches
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