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Motivation

Contributions

Method Experiments

• we propose a re-attention mechanism termed token refinement transformer (TRT) 
which highlights the precise object of interest.

• we propose an adaptive thresholding strategy based on sampling over cumulative 
importance that improves the performance significantly in the task of WSOL. 

• The experimental results show convincing results of both qualitative and 
quantitative compared to existing approaches on ILSVRC and CUB-200-2011 

 Performance Comparision
• Weakly supervised object localization is a challenging task which aims to localize 

objects with coarse annotations such as image categories. 

• Existing deep network approaches are mainly based on class activation map, 
which focuses on highlighting discriminative local region while ignoring the full 
object.

• Emerging transformer-based techniques constantly put a lot of emphasis on the 
backdrop that impedes the ability to identify complete objects.

First, we generate a preliminary attention map by exploiting long-range dependencies 
of class token and patch tokens over transformer blocks

 Token Preliminary Attention

 Token Selection

 Token Re-Attention

Then, an adaptive thresholding strategy is introduced to screen out patch tokens with 
high response in preliminary attention map

Finally, we perform re-attention operation on the selected tokens to capture more 
effective global relationships.

Ablations

 With or Without Token Re-Attention

We sort values in m from high to low and calculate cumulative attention distribution 
with function F. We set fixed u as threshold of cumulative attention distribution , 
adaptive threshold r’ is obtained based on T.

 Token Selection Strategies

 Impact Of Uniform Distribution
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• Table 1 and Table 2 showcase the competitive results of our proposed TRT 
framework on the CUB-200-2011.

• Table 3 demonstrated that TRT is superior to both existing CAM-based and 
transformer-based approaches on ILSVRC.

• Pictures on the right show visualization of localization maps on CUB-200-2011 and 
ILSVRC datasets. Red means ground truth and green means predicted bounding box.
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