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Abstract

Estimating 3D shapes and poses of static objects from a single image has important
applications for robotics, augmented reality and digital content creation. Often this is
done through direct mesh predictions [14, 27, 35] which produces unrealistic, overly
tessellated shapes or by formulating shape prediction as a retrieval task followed by
CAD model alignment [15, 16, 22, 23]. Directly predicting CAD model poses from
2D image features is difficult and inaccurate [22, 23]. Some works, such as ROCA
[16], regress normalised object coordinates and use those for computing poses. While
this can produce more accurate pose estimates, predicting normalised object coordi-
nates is susceptible to systematic failure. Leveraging efficient transformer architectures
[19] we demonstrate that a sparse, iterative, render-and-compare approach is more ac-
curate and robust than relying on normalised object coordinates. For this we combine
2D image information including sparse depth and surface normal values which we es-
timate directly from the image with 3D CAD model information in early fusion. In
particular, we reproject points sampled from the CAD model in an initial, random pose
and compute their depth and surface normal values. This combined information is the
input to a pose prediction network, SPARC-Net, which we train to predict a 9 DoF
CAD model pose update. The CAD model is reprojected again and the next pose up-
date is predicted. Our alignment procedure converges after just 3 iterations, improv-
ing the state-of-the-art performance on the challenging real-world dataset ScanNet [9]
from 25.0% [16] to 31.8% instance alignment accuracy. Code will be released under
https://github.com/florianlanger/SPARC.

1 Introduction
Previous work on shape and pose prediction can be classified into two different types of
methods relying either on shape generation [14, 27, 35] or shape retrieval [15, 16, 22, 23].
Generative approaches usually struggle to produce realistic object shapes. For methods re-
lying on shape retrieval one of the key challenges is to align the retrieved CAD model to
the object detected in the image [15, 16, 22, 23]. Many existing approaches directly regress
object poses from the 2D features of the image [12, 22, 23, 25]. However, this produces
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Figure 1:Comparison of our CAD model alignment approach to ROCA [16].For each
pixel of the detected object ROCA predicts the 3D normalised object coordinates (NOCs)
in a canonical, normalised frame. However, those predictions are susceptible to systematic
offsets (see Front View and Side View). While the reprojected NOCs match the image, the
corresponding CAD model alignment does not. Our approach in contrast reprojects points
and surface normals sampled from the CAD model in an initial pose into the image and uses
those to predict pose updates. By iteratively updating the pose and reprojecting our system
achieves precise CAD model alignments.

approximate poses rather than accurate alignments. ROCA [16] follows a more geometric
approach in which they predict normalised object coordinates (NOCs) [33], dense corre-
spondences from 2D pixel to 3D points in a canonical object space, that are used to compute
the object pose. The fundamental issue with learning NOCs is that it is unclear how differ-
ent shapes should be registered with each other. This means that the NOCs do not generalise
well between CAD models and predicting them often fails with a systematic offset leading to
a displacement in the �nal alignment (see Figure 1). Rather than using NOCs we propose a
sparse, render-and-compare approach. We combine 2D image information including sparse
depth and surface normals along with RGB colors with 3D CAD model information. Specif-
ically, we initialise a CAD model in a generic pose and reproject points and surface normals
sampled uniformly from its surface onto the image plane. This combined information is used
by our pose update prediction network, SPARC-Net, to estimate a 9-DoF pose update. After
adding the predicted pose update to the initial pose we reproject the CAD model again and
estimate the next pose update step. Repeating this procedure we obtain the �nal pose in just
three iterations.
Having access to estimated normal and depth values from the image and reprojected normals
and depth from the CAD model allows the network to evaluate the current pose and predict
an accurate pose update by easily comparing observed (image) and projected (CAD model)
information. This is in contrast to other approaches that do not make use of any shape in-
formation when predicting object poses [22, 23] or that rely on shape encodings [16] which
seems to be a more dif�cult learning task than using render-and-compare. Note also that
because of the render-and-compare our approach does not require the ability to register dif-
ferent CAD models with each other nor for the network to memorise 3D shapes.
We choose the Perceiver [19] architecture over traditional CNNs for the pose prediction
network as Perceivers [19] allow for an ef�cient processing of the sparse object reprojec-
tion as they do not require a full, image-sized input. Also Perceivers [19] have linear time
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