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Self-supervised Representations

● Dataset partitioning 
features clustering into K groups by k-means

● Learning discriminative representations
apply contrastive loss on each sub-dataset

Experimental ResultsProblem Definition & Motivation

Contrastive Learning
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● Objective: cluster unlabeled images leveraging the information 
from seen classes

● Challenge:  large inter-class similarity & intra-class variance
● The model aims to learn subtle discriminative cues between 

categories to be able to distinguish.

unsupervised
contrastive learning

supervised
contrastive learning

Cluster the data based on class irrelevant cues such as the object 
pose or the background

● the best performance on the ‘All’ and ‘New’
● cluster images based on correct cues more tightly

Method


