
Style2NeRF: An Unsupervised One-Shot
NeRF for Semantic 3D Reconstruction

Style2NeRF is an unsupervised model for recovery of 3D pose, shape and
appearance of symmetric objects from a single image. The model can be
trained from unlabelled single-view image collections of object instances.
No 2D or 3D annotation is required. We demonstrate the method on cars and
show how our model can also work on car image collections where the
underlying pose distribution is unknown.
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Background / Objective

Goal: Create a model for 3D pose, shape and appearance recovery 
with style editing properties from an unlabelled image collection
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Model Overview
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More structured output than state of the art with improved 
reconstruction from unobserved view point 
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Qualitative Results (RealCars Dataset)
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Trained without knowing underling pose distribution 

Quantitative Results

Performs better than state of the art on CARLA Cars dataset

Pose estimates are better than fully supervised Baseline model

Summary

1. Style2NeRF - unsupervised one-shot NeRF

2. Performs better than a fully supervised pose estimator

3. Semantically editable.

4. Transfers to image collection with unknown pose prior

Future Work

1. Improve speed of training using more efficient NeRF

2. Address articulated objects e.g. people 
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