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1 Notation Table

The symbols used in this paper are summarized in Table 1.

2 Datasets

In this section, we describe the details of the datasets used in the experiments of this paper.
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Symbol Description

Xs A set of training images from the source domain.

Xt A set of training images from the target domain.

Ys The set of ground truth semantic segmentation labels

corresponding to Xs.

xs An image from the source domain.

ys The ground truth semantic segmentation label corresponding to xs.

C(xs) The edges generated by the Canny algorithm from xs.

xt An image from the target domain.

y
′
t The pseudo semantic segmentation label corresponding to xt .

C(xt) The edges generated by the Canny algorithm from xt .

C(·) The Canny operator.

ŷinit
s The initial semantic segmentation prediction for xs.

ŷinit
t The initial semantic segmentation prediction for xt .

ŷfinal
s The final semantic segmentation prediction for xs.

ŷfinal
t The final semantic segmentation prediction for xt .

êinit
s The initial edge prediction for xs.

êinit
t The initial edge prediction for xt .

êfinal
s The final edge prediction for xs.

êfinal
t The final edge prediction for xt .

λ A balancing factor for the segmentation and edge prediction tasks.

Table 1: A list of the symbols used in this paper.

2.1 Cityscapes Dataset
The Cityscapes dataset [2] is a real-world dataset containing semantic segmentation of a
number of urban scenes. We use 2,975 unlabeled images for training and 500 images for
validation. The resolution is set to 2048×1024 pixels.

2.2 GTA5 Dataset
The GTA5 dataset [5] is a synthetic dataset. It contains 24,966 images with the resolution set
to 1914×1052 pixels. The images are labeled with Cityscapes-style annotations that include
19 classes. In our experiments, we use the entire dataset as our source domain samples for
training ELDA as well as the baselines.

2.3 SYNTHIA Dataset
The SYNTHIA dataset [6] is a synthetic dataset that is generated from an autonomous driv-
ing simulator of a number of urban scenes. In our experiments, we use the SYNTHIA-
RAND-CITYSCAPES subset, which contains 9,400 images with the resolution set to 1280×
760 pixels. The images are labeled with Cityscapes-style annotations of 16 classes.

3 Implementation Details
In this section, we elaborate on the implementation details of ELDA. We adopt Deeplabv2[1]
with ResNet-101[3] as the backbone of ELDA. Our model is trained using the SGD opti-
mizer [7] with a learning rate 2.5× 10−4 decayed by a factor of 0.9 for 250,000 iterations.
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The weight decay of the model parameters is set to 5× 10−4, and the momentum is set to
0.9. Images are randomly cropped to 512×512 pixels. The balancing factor λ is set as 0.01
and 1 for GTA5→Cityscapes and SYNTHIA→Cityscapes benchmarks, respectively. The
hyper-parameter σ for the Canny operator is set to 2. The batch size is set to 4, where in
each mini-batch there are two images from Xs and two images from Xt . The code is imple-
mented using Python with the PyTorch library [4]. All the methods are trained and evaluated
on an NVIDIA Tesla V100 GPU.

4 Visualization of Additional Qualitative Results
In this section, we present additional qualitative results, including the semantic segmentation
predictions from source only, CorDA [8], and ELDA in Fig. 1, as well as the edge predictions
from ELDA and the Canny algorithm in Fig. 2.
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Figure 1: An illustration of the semantic segmentation predictions from source only,
CorDA [8], and ELDA, along with their corresponding input images and the ground truths.
It can be observed that the predictions from ELDA are less noisy, and are able to preserve the
boundaries in the predicted segmentation maps better than the other two baseline approaches.
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Figure 2: A comparison of the edge predictions from ELDA and the Canny algorithm. It can
be observed that the edges predicted by ELDA are close to those generated by the Canny
algorithm, indicating that ELDA is able to capture the essential edge features from its input
images.
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