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Motivation

● Longer training time for DDPM 

● Progressive growth in DDPM ?

● Sub-optimal linear growth of layers

Sinusoidal Faded Growth

Improved Training Time

Advantage of sinusoidal fading

● Slower fading at the beginning of growth

● Relatively faster convergence 

Why sinusoidal fading ?

● Abrupt growth creates sudden dip

● Linear fading is suboptimal in second half

● Need for a non-linear growth technique
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