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Experiments Results on Smart ISP and Image Denoising

Qualitative Comparison

Comparison results on Zurich RAW to RGB dataset (Smart ISP)

• Efficiency: The required computing and processing time far exceed the

relevant capabilities of the mobile site, especially PyNET and PyNET-ca.

• Metric: PSNR, (MS-)SSIM, LPIPS and MOS. The measurement metrics are

inconsistent with the human perception and cannot comprehensively reflect

the quality of the image.
※ The overview of our method LW-ISP, The bottom half is the main architecture, which

receives RAW input and execution feature reconstruction.

·Qualitative results

on Zurich RAW to

RGB (smart ISP).

·Qualitative results

on DND dataset

(image denoising).

※ Fine-grained attention module (FGAM)

※ Contextual Complement Up-sampling Block (CCB)

Number of parameters

Comparison of model params

Comparison results on SIDD and DND dataset (Image Denoising)
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1. In the design of the traditional

ISP, subtasks are well designed

independently, which may

lead to the accumulation of

errors.

2. The traditional ISP research

has rigid barriers such as high

talent requirements, long

iteration cycles, and high R&D

funds.
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