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Abstract

Semi-supervised object detection is important for 3D scene understanding because
obtaining large-scale 3D bounding box annotations on point clouds is time-consuming
and labor-intensive. Existing semi-supervised methods usually employ teacher-student
knowledge distillation together with an augmentation strategy to leverage unlabeled point
clouds. However, these methods adopt global augmentation with scene-level transforma-
tions and hence are sub-optimal for instance-level object detection. In this work, we
propose an object-level point augmentor (OPA) that performs local transformations for
semi-supervised 3D object detection. In this way, the resultant augmentor is derived to
emphasize object instances rather than irrelevant backgrounds, making the augmented
data more useful for object detector training. Extensive experiments on the ScanNet
and SUN RGB-D datasets show that the proposed OPA performs favorably against the
state-of-the-art methods under various experimental settings. The source code will be
available at https://github.com/nomiaro/OPA.

1 Introduction
3D object detection aims to recognize and localize objects in a 3D scene by specifying them
with their oriented bounding boxes and semantic classes. Compared to 2D images, 3D scenes
provide rich geometric structure information and hence are crucial for many advanced 3D
vision applications such as autonomous driving, AR/VR, and robot navigation. Recent re-
search efforts [5, 16, 19, 20, 21, 33, 34, 38] have been made on 3D object detection and
achieve significant progress. However, most existing methods are data-hungry and rely on
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large-scale labeled 3D objects, leading to a vast amount of costly manual efforts. To address
this issue, it is favorable to develop semi-supervised learning (SSL) algorithms for 3D object
detection where plenty of unlabeled 3D point clouds can be leveraged to compensate for the
lack of labeled data and to improve detector training.

Several SSL approaches [9, 14, 22, 23, 27] for 2D object detection are developed based
on teacher-student mutual learning, where pseudo-labels of unlabeled data are estimated and
used as supervisory signals for detector training. For 3D object detection, 3DIoUMatch [29]
employs two identical pre-trained networks to initialize a teacher-student model and ap-
plies asymmetric data augmentations to transform data samples. To be specific, the input
data to the student model are globally transformed by strong augmentations for data regu-
larization and variance enhancement, thus offering rich information to boost the capability
of the student model. On the other hand, the input data to the teacher model are obtained
by weak augmentations to generate pseudo-labels to supervise the student model. Prior
work [1, 14, 23, 29, 36] shows that this asymmetric data augmentation mechanism is crucial
for improving semi-supervised learning in a teacher-student model. However, most existing
SSL methods for 3D object detection, such as 3DIoUMatch [29], adopt scene-level trans-
formations, which is sub-optimal as augmenting irrelevant backgrounds may degrade the
effectiveness of the augmented data. To address this issue, we present a method that takes
both global and object-level data augmentations into consideration and thus generates more
plausible augmented point cloud objects for SSL.

Compared to 3DIoUMatch which applies augmentations such as rotation and scaling
to the entire point cloud scene, our method focuses on point cloud object augmentation,
which better benefits the teacher-student framework. In this work, we present OPA based
on a teacher-student mutual learning framework with an object-level augmentor for semi-
supervised 3D object detection. To this end, we utilize a two-stage training procedure, in-
cluding the pre-training and semi-supervised learning stages. First, we design an adversarial
formulation to jointly pre-train a detector with an augmentor, where the augmentor takes
point clouds within the object bounding box as the input, as well as the objectness guidance
from the detector to control the learning pace in augmentation. Then, the augmentor out-
puts displacement values for each point as augmentation to improve data variations for the
detector.

In the semi-supervised learning stage, we freeze the learned augmentor and use it to
produce the object-level augmented point clouds. We leverage both ground-truth and pseudo-
labeled bounding boxes inferred by the teacher model, respectively from the labeled and
unlabeled data, to identify point cloud objects that serve as the input to the augmentor. As
a result, the produced point clouds exhibit local variations and are complementary to those
produced by global scene-level augmentations, thus improving the teacher-student model
learning. In experiments, we show that our OPA performs favorably against the state-of-
the-art methods for semi-supervised object detection on two benchmark datasets, including
ScanNet [6] and SUN RGB-D [24]. In addition, we demonstrate that the proposed augmentor
is effective when it is applied to labeled or unlabeled point clouds, and is beneficial from our
designed augmentor loss function that is aware of the objectness score from the detector. The
main contributions of this work are summarized as follows:

1. We propose a simple yet effective method for semi-supervised 3D object detection via
introducing an object-level augmentation strategy in point cloud scenes.

2. We integrate the proposed augmentor into the teacher-student mutual learning frame-
work and jointly train the entire model to make use of labeled and unlabeled data.
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3. We design a learning mechanism to make augmentor aware of the objectness from the
detector and thus generate appropriate augmentations to improve 3D object detection.

2 Related Work
Semi-supervised Learning. Semi-supervised learning (SSL) aims to train a model us-
ing few labeled data and abundant unlabeled data. Numerous SSL strategies have been
developed in the literature. 1) Consistency regularization: Methods of this category such
as [1, 9, 18, 31] apply different transformations to a data sample and enforce consistency
of model predictions among the transformed samples. 2) Teacher-student framework: It
often employs two identical networks, one for a teacher model and the other for a student
model [22, 27]. The teacher model is first frozen to guide the student model and is then
updated from the student model. 3) Pseudo-labeling: It usually works in a self-supervised
manner and derives the model using unlabeled data with their estimated pseudo-labels [10].
Fixmatch [22] combines the teacher-student framework and pseudo-labeling. It utilizes both
student’s and the teacher’s predictions to enhance the quality of pseudo-labels. One key com-
ponent of this method is asymmetric data augmentation. The strongly augmented inputs, e.g.,
those via Mixup [35], to the student model enrich data variance for model training, while the
weakly augmented inputs to the teacher model ensure more accurate pseudo-labels for su-
pervision. Based on the teacher-student framework, we propose an effective object-level
augmentation method that focuses on point cloud instances in a scene.

Semi-supervised Object Detection. For 2D object detection in SSL, consistency-based
methods [7, 25, 26] enforce the prediction consensus over different augmentations. More-
over, self-supervised approaches [13, 23, 30] apply a teacher-student framework with pseudo-
label supervisions [11, 14, 23, 26, 32, 37]. For instance, STAC [23] and Unbiased Teacher [14]
apply the teacher-student framework with asymmetric data augmentation to enlarge data
variance and filter pseudo-labels to keep high-confidence object proposals. However, for the
3D scenario, there are fewer explorations of SSL for 3D object detection. SESS [36] enforces
consistency over different augmentations as regularization. Furthermore, 3DIoUMatch [29]
designs a 3D IoU estimation module based on VoteNet [16] as an IoU-aware Votenet, which
calculates the IoU score of object proposals. Then, it takes IoU scores into account to filter
out low-confidence pseudo-labels, with a selective mechanism to supervise unlabeled data
using filtered high-quality pseudo-labels. In contrast, the proposed OPA introduces object-
level point augmentations, which is an essential step towards a successful teacher-student
framework for SSL, and has not been widely studied in 3D object detection.

Data Augmentation on Point Clouds. Data augmentation is important for deep learning.
Because training data cannot cover all kinds of scenarios in the complex world, data augmen-
tation is utilized to enlarge the diversity of training data. In 3D point cloud tasks, global aug-
mentation operations like rotation, scaling, and translation with point-wise jittering [15, 17]
are commonly used. However, those augmentation methods cannot transform the local struc-
ture in a point cloud. Therefore, recent works aim to improve the augmentation strategies for
point clouds. The method in [4] divides an object and applies different augmented operations
in each partition. Moreover, PointAugment [12] trains an auto-augmentor network that can
learn to augment point cloud samples for better point cloud classification. PointWOLF [8]
presents another method for the classification task where a convex combination of multiple
transformations with smoothly varying weights carries out the local structure augmentation.
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Table 1: Results of pre-defined object-level augmentations.

Setting
ScanNet 10% SUN RGB-D 5%

mAP@0.25 mAP@0.5 mAP@0.25 mAP@0.5
Without Object-level Aug. 47.1 28.3 39.0 21.1

Pre-defined Object-level Aug. (scale, flip, rotation) 42.7 24.2 24.9 13.6
Pre-defined Object-level Aug. (displacement, range at 0.5%) 48.4 29.1 40.6 20.4
Pre-defined Object-level Aug. (displacement, range at 1%) 49.0 29.3 40.5 20.9
Pre-defined Object-level Aug. (displacement, range at 5%) 47.3 27.4 39.5 20.5

Based on the Mixup [35] idea in images, PointMixup [2] interpolates two point cloud ob-
jects to create an augmented point cloud, and the model is trained to predict the ratio of two
mixed classes with a soft label. PointMixSwap [28] further explores the structural variance
across multiple point clouds and generates more diverse point clouds for training data enrich-
ment. For 3D object detection, PPBA [3] iteratively finds the best augmentation parameters
of specific operations and applies them to the entire scene.

Compared to the above-mentioned methods that focus on the classification task or the
combination of pre-defined augmentation operations, we study the SSL setting for 3D object
detection by introducing a simple yet effective augmentation method. We focus on learning
an augmentor that can synthesize object-level point clouds for foreground objects, serving as
a better asymmetric augmentation module that is jointly trained in a teacher-student frame-
work to achieve better SSL performance.

3 Proposed Method
This section elaborates the proposed method OPA. We give the problem definition and
method overview in Section 3.1, and then describe our object-level augmentor and its train-
ing pipeline in Section 3.2.

3.1 Problem Definition and Algorithmic Overview
Given a 3D point cloud scene of S points x ∈ RS×3, 3D object detection aims to recognize
and locate objects of interest in x and describe them by their semantic classes and oriented
bounding boxes. For learning a 3D object detector under the semi-supervised setting, we
are given Nl labeled scenes {xl

i ,yl
i}

Nl
i=1 and Nu unlabeled scenes {xu

i }
Nu
i=1, where Nl << Nu

in practice. The ground-truth annotation yl
i stores the oriented bounding boxes {bk} and

semantic labels {ck} of the objects of interest {ok} in xl
i .

Teacher-student knowledge distillation with asymmetric data augmentation has shown
its effectiveness for semi-supervised 3D object detection. However, previous works [29, 36]
focus on scene-level augmentation and ignore that object-level variances are crucial for de-
tection. One way to address this issue is to apply augmentations, e.g., a random rotation, flip,
and scale, to the point clouds within each object bounding box. However, such a method is
sub-optimal, and its performance depends on proper augmentation settings. In Table 1, we
find that pre-defined random augmentations, especially rotations, may confuse model learn-
ing and even harm the performance significantly. For scene-level augmentation on 3D object
detection, rotation is widely used to enhance data variance without changing geometric re-
lationships between foreground objects and background. However, for object-level augmen-
tation in a scene, each object has its own orientation with respect to the global scene. Thus,
changing the object-scene context during augmentation may lead to negative effects.
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Figure 1: OPA pipeline at (a) the pre-training stage and (b) the SSL stage. In the
pre-training stage, we utilize globally and fully augmented labeled scenes to jointly train
the detector and augmentor using an adversarial strategy. In the SSL stage, we leverage the
teacher-student framework with our frozen object-level augmentor. The teacher model con-
sumes unlabeled data to generate high-quality pseudo-labels. Both labeled and unlabeled
data are globally augmented and fully augmented to train the student model, where the aug-
mentor takes points within each object bounding box as input and outputs the augmented
points. Finally, the teacher model is updated from student model via EMA.

We instead consider point displacement for augmentaiton since it can enhance object-
level data variance while keeping object orientations. As shown in Table 1, we try different
ranges of displacement. Although using random displacements slightly improves the per-
formance, it requires to pre-define a proper range of displacement, e.g., using too large or
too small displacements may not be optimal. These issues motivate us to develop a better
strategy via learning an augmentor for object-level augmentation that benefits 3D object de-
tection. By learning an augmentor to generate proper displacement values, we preserve the
intrinsic characteristics of an object and avoid over-deforming it.

Teacher-Student Framework in SSL. We aim to learn an augmentor that can synthesize
plausible object instances while excluding irrelevant backgrounds, without twisting any aug-
mentation parameters. Moreover, the augmentor can be integrated into the teacher-student
framework and supports SSL. Fig. 1(b) shows the training pipeline. The teacher and student
models are initialized from the same model. The teacher model is updated from the student
model using the exponential moving average (EMA) mechanism, while pseudo-labels of
unlabeled data are generated by the teacher model and are filtered to provide high-quality la-
bels to the student model. The ground-truth and pseudo-labeled bounding boxes respectively
from the labeled and unlabeled data are used to supervise the student model.

A key component making the teacher-student framework effective is data augmentation.
We first follow [29] to apply the global transformations (e.g., rotation, flip, scale) to point
cloud scenes, where the weak and strong augmentations are used for the teacher and student
models, respectively. More details can be referred to [29]. To integrate our object-level
augmentor, after global augmentation, we apply our augmentor to points within each object
bounding box. Note that we only use the augmentor for the student model (see Fig. 1(b)),
as the student model is the main model for updating parameters from loss functions. In
practice, we also have tried to apply our augmentor to the teacher model but it does not
show significant differences. To train our augmentor, we utilize a pre-training stage, shown
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Figure 2: Given a point cloud scene x ∈ RN×3 with M objects, we identify the object
points {Pb ∈ RSb×3}M

b=1 in the M bounding boxes, where Sb is the number of points within
the bth bounding box. Point sampling is applied to {Pb} and makes each of the resultant
sampled objects {P̂b} have S points, which then serve as the input to the augmentor. The
augmentor outputs the displacements {D̂b ∈ RS×3}. We map them back to their original
szies {Db ∈ RSb×3} via reverse sampling. Finally, {Db} is added back to the scene to obtain
the object-level augmented scene xa ∈ RN×3.

in Fig. 1(a), to jointly train the augmentor and detector using only the labeled data. The
reason is that, in the SSL stage, we find that using the unlabeled data with noisy pseudo-
labeled bounding boxes would cause instability in training the augmentor. More details are
described in the following section.

3.2 Object-level Point Augmentor
In this work, we aim to train an object-level augmentor that can determine point-wise pa-
rameters for foreground points and increase the variation of local structure in a scene. Dif-
ferent from PointAugment [12], we use only the point-wise displacement D to transform
object points since we observe that random rotation is not helpful in 3D object detection as
mentioned in Section 3.1. In addition, we dynamically learn the augmentor that controls
the appropriate magnitude of point displacement based on objectness scores of the detector.
Lastly, we leverage both labeled and unlabeled data to mutually update both the detector and
the augmentor via an adversarial learning strategy.

Augmentation Process. The augmentation processing is illustrated in Fig. 2. Given a glob-
ally augmented 3D point cloud scene containing objects and their bounding boxes {xl

g,yl
g},

we sample M foreground objects from this scene to apply object-level augmentations. For
unlabeled scene, we utilize its pseudo-labeled bounding boxes {xu

g, ỹu
g}. For each scene, the

points inside the M bounding box proposals are collected, i.e., {Pb ∈ RSb×3}M
b=1, where Sb

is the number of points inside the bth proposal. Then, we either up-sample by padding or
down-sample by farthest point sampling (FPS) to make each object have exactly S points
{P̂b ∈ RS×3}M

b=1, while keeping each object structure unchanged. The augmentor takes the
sampled objects {P̂b}M

b=1 as input and outputs point-wise displacements {D̂b ∈ RS×3}M
b=1

for point clouds {P̂b}M
b=1. To match displacement {D̂b}M

b=1 back to the point clouds of the
original sizes {Db ∈ RSb×3}M

b=1, we record the mapping from Pb to P̂b and apply the reverse
mapping. The point-wise displacement {Db}M

b=1 is added to the object points {Pb}M
b=1 as our

object-level augmentation. The fully augmented scene xa is obtained by replacing the orig-
inal object points with the augmented points. Note that after obtaining augmented points,
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we restrict the displacement not to exceed the original bounding box. The original object
points within the bounding box can be replaced by the augmented points that fit the original
background while not affecting other objects.

Joint Augmentor and Detector Training. We use labeled data, including globally aug-
mented samples {xl

g} and fully augmented samples {xl
a} via our augmentor, to jointly train

the detector and augmentor in the pre-training stage. The augmentor is optimized to gener-
ate proper augmented scene xl

a and to maximize the detector capability, while the detector is
derived to localize and recognize the augmented data accurately.

Detector Loss. For training the detector, we formulate the loss function LD as follows:

LD = Ld(xl
g,y

l
g)+Ld(xl

a,y
l
a), (1)

where Ld is the detection loss used in [29].

Augmentor Loss. Similar to PointAugment [12], the fully augmented sample xl
a should sat-

isfy the following two requirements: 1) Predicting xl
a should be more challenging than xl

g,
i.e., Ld(xl

a,yl
a)≥Ld(xl

g,yl
g); 2) xl

a and xl
g should be similar to some degree by enforcing that

they are predicted as the same class. To satisfy the two requirements, we use a dynamic vari-
able ρ to control the augmentation magnitude. Ld(xl

a,yl
a) should be larger than Ld(xl

g,yl
g)

for the first requirement and should not become too far for the second requirement. Thus, we
make ρLd(xl

g,yl
g) be the upper bound of Ld(xl

a,yl
a). With a larger value of ρ , the augmentor

generates more challenging augmented samples. On the other hand, the smaller value of ρ

can avoid over-deforming the augmented samples. The augmentor loss LA is formulated as

LA = Ld(xl
a,y

l
a)+λ |1− exp(Ld(xl

a,y
l
a)−ρLd(xl

g,y
l
g))|, (2)

where λ is a pre-defined constant used to balance the importance between the object de-
tection term and the augmentation magnitude term. ρ ≥ 1 is set to ensure Ld(xl

a,yl
a) ≥

Ld(xl
g,yl

g), while ρ cannot be too high otherwise the augmented samples become too chal-
lenging. To balance it, we follow [12] and bound ρ between 1 and a value based on the
classification probability. Different from [12], we further include a term ŷo to make ρ aware
of the objectness for our object detection task:

ρ = max(1,exp(ŷo ·
C

∑
c=1

ŷc ·yc)), (3)

where C is the number of classes. yc, ŷc, and ŷo are the class label, classification probability,
and objectness score, respectively.

We find that our introduced ŷo term is critical to our task. As a metric to evaluate the
objectness ability, ŷo is more suitable than the IoU score which is too sensitive to the bound-
ing box location. When the class probability or the objectness score, i.e. ŷo, of a sample is
higher, it implies that this sample can be well classified by the detector, so we may use a
larger value of ρ to allow more augmentations and make the augmented sample more chal-
lenging. Since the augmentor is learned in a class-agnostic fashion, the objectness score
provides class-agnostic guidance to control the difficulty of the augmented samples, which
in turn improves the learning of object detector. Finally, we alternatively train LD and LA in
the pre-training stage.
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Overall Loss Functions for SSL. In the SSL stage, we initialize the student and teacher
models from the pre-trained detector and freeze the augmentor. The training pipeline is il-
lustrated in Fig. 1(b). In each training batch, there are labeled samples {xl ,yl} and unlabeled
samples {xu}. After applying global augmentation and our augmentor, we collect four kinds
of data for the student model to learn: globally augmented labeled data {xl

g} and unlabeled
data {xu

g}, fully augmented labeled data {xl
a} and unlabeled data {xu

a}. The student model
outputs corresponding predictions: ŷl

g, ŷu
g, ŷl

a, and ŷu
a. For labeled data, ŷl

g and ŷl
a are super-

vised with the ground truths via

Ll = Ld(xl
g,y

l
g)+Ld(xl

a,y
l
a). (4)

For unlabeled data, ŷu
g and ŷu

a are supervised by filtered pseudo-labels ỹu:

Lu = Ld(xu
g, ỹ

u
g)+Ld(xu

a, ỹ
u
a). (5)

The overall loss in SSL for both labeled and unlabeled data is LSSL = Ll +Lu. The teacher
model is updated by Exponential Moving Average (EMA) from the student model.

4 Experiments
Datasets. We follow the settings in the prior work [29, 36] for semi-supervised 3D object
detection. ScanNet [6] is a 3D indoor benchmark dataset. It contains 1,201 training and 312
validation scenes with the reconstructed meshes. We focus on the 18 semantic classes. SUN
RGB-D [24] is another 3D indoor benchmark dataset. It is composed of 5,285 training and
5,050 validation scenes. We use 10 object classes to evaluate our model.

Evaluation Metrics. For both benchmarks, we split them into the labeled and unlabeled
data to perform semi-supervised learning. We apply 5%, 10%, and 20% labeled data ratio
settings to conduct our experiments. We adopt mAP (mean average precision) as the evaluate
metrics and report mAP@0.25 (mAP with 3D IoU threshold at 0.25) and mAP@0.5 scores.

Implementation Details. For pre-training, we use a batch size as 4 to train the augmentor.
We use M = 3 foreground objects in one scene and sample S = 1024 points using either
FPS or point padding according to the original point size. We train the detector and the
augmentor for 900 epochs and use the Adam optimizer with an initial learning rate of 0.001.
The learning rate decay by 0.1 occurs in the 400th, 600th, and 800th epoch. To further
stabilize the training, we leverage a warm-up mechanism that does not train the augmentor
for the first 100 epochs. For the augmentor loss (2), we set λ = 0.1.

In the SSL stage, a batch is composed of two labeled data and four unlabeled data. We
leverage ground truth bounding boxes to identify S = 3 foreground objects in labeled data,
while for unlabeled data, we randomly pick S = 3 foreground objects from top-6 pseudo-
labels with the highest confidence calculated by the IoU and objectness scores from the
detector outputs. The IoU score represents the localization quality of the proposals and
the objectness score shows the classification quality. We take both them into account and
select the pseudo-labels of high quality. This mechanism avoids some easy samples with
high confidence being selected all the time, which increases the chance that the model can
observe more data variations. We train the detector for 1,000 epochs and use the Adam
optimizer with an initial learning rate of 0.002. The learning rate decays 0.3, 0.3, 0.1, 0.1
at 400th, 600th, 800th, and 900th epochs, respectively. We conduct experiments on a single
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Table 2: Results on ScanNet val set and SUN RGB-D val set for 5%, 10%, 20% labeled
data ratio. We run the experiments under 3 random data splits and report our result in
mean±standard deviation for the mAP@0.25 and mAP@0.50 metric.

Dataset Model
5% 10% 20%

mAP mAP mAP mAP mAP mAP
@0.25 @0.5 @0.25 @0.5 @0.25 @0.5

ScanNet

VoteNet [16] 27.9±0.5 10.8±0.6 36.9±1.6 18.2±1.0 46.9±1.9 27.5±1.2
SESS [36] NA NA 39.7±0.9 18.6 47.9±0.4 26.9

3DIoUMatch [29] 40.0±0.9 22.5±0.5 47.2±0.4 28.3±1.5 52.8±1.2 35.2±1.1
OPA 41.9±1.5 25.0±0.4 50.5±0.2 32.7±1.0 54.7±0.3 36.8±0.8

Gain (%) 1.9↑ 2.5↑ 3.3↑ 4.4↑ 1.9↑ 1.6↑

SUN RGB-D

VoteNet [16] 29.9±1.5 10.5±0.5 38.9±0.8 17.2±1.3 45.7±0.6 22.5±0.8
SESS [36] NA NA 42.9±1.0 14.4 47.9±0.5 20.6

3DIoUMatch [29] 39.0±1.9 21.1±1.7 45.5±1.5 28.8±0.7 49.7±0.4 30.9±0.2
OPA 41.6±0.1 23.1±0.5 47.2±0.7 29.6±0.8 50.8±1.0 31.5±0.6

Gain (%) 2.6↑ 2.0↑ 1.7↑ 0.8↑ 1.1↑ 0.6↑

GTX 2080-Ti GPU. For fair comparisons, we follow the procedure in [29] to use the student
model for inference, along with a post-processing step on final predictions.

4.1 Experimental Results

4.1.1 Main Results

Table 2 shows the result of our method on ScanNet and SUN RGB-D, under different labeled
data ratios compared with state-of-the-art methods for 3D object detection in SSL, including
VoteNet [16], SESS [36], and 3DIoUMatch [29]. The proposed OPA method consistently
performs favorably against existing approaches in all the settings. Moreover, our method
performs better in settings with lower labeled data ratios, e.g., SUN RGB-D 5% and ScanNet
10%, which shows the advantage of the proposed augmentor. Note that, since the total
number of scenes in ScanNet is five times less than the one in SUN RGB-D, we find that the
performance gain of 5% ScanNet is slightly less than the 10% ScanNet setting, which can
be caused by the less data to train the augmentor. More results and analysis are provided in
the supplementary material.

4.1.2 Ablation Study

Augmentation on Labeled and Unlabeled Data. We first study the effect of our augmen-
tor trained on labeled or unlabeled data. In Table 3, comparing to ID (5) using our augmentor
on both labeled and unlabeled data (i.e., our full model), we show the benefit by removing
labeled or unlabeled data in ID (2) and (3), respectively. Moreover, comparing ID (1) with
ID (2) and ID (3), where we include unlabeled and labeled data in our proposed augmentor
with ŷo, the performance gains (ScanNet 10% mAP@0.5) are 3.1% and 3.4%, respectively.
In ID (2), the augmentor helps unlabeled data to produce better data variance for student
model training. In ID (3), the augmentor provides more diverse supervised samples in the
pre-training stage. This shows that our augmentor can take advantage of different data and
improve performance. Note that, experiments are conducted in one of the same data splits
for fair comparisons, and thus the numbers of our full model are slightly different from the
averaged numbers in Table 2.
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Table 3: We study the affect of proposed components in our augmentor in settings of
ScanNet 10% and SUN RGB-D 5% labeled data ratio.

ID Aug. (labeled) Aug. (unlabeled) ŷo in (3)
ScanNet 10% SUN RGB-D 5%

mAP mAP mAP mAP
@0.25 @0.5 @0.25 @0.5

(1) 47.1 28.3 38.1 21.3
(2)

√ √
50.4 31.4 40.1 23.2

(3)
√ √

50.4 31.7 40.1 22.5
(4)

√ √
48.5 29.3 38.1 22.1

(5)
√ √ √

50.7 32.4 41.8 23.5

Table 4: Sensitivity analysis of λ in (2) on ScanNet 10% labeled data ratio.

λ in (2)
ScanNet 10%

mAP@0.25 mAP@0.5
0.01 49.8 32.1
0.05 50.5 31.4
0.1 50.7 32.4
0.5 50.1 31.7
1.0 48.9 29.5

Objectness Term ŷo in (3). Different from PointAugment [12], we introduce an object-
ness term in (3) that controls the magnitude of augmentation, so that the augmentor is aware
of the quality of class-agnostic detection results and learns how to generate appropriate aug-
mentations with challenging variations. In Table 3, ID (4) without using this objectness term
performs worse than our full model in ID (5), which indicates that this term is essential to
generate augmentations that are helpful in our SSL setting.

Sensitivity on λ in (2). In Table 4, we test the sensitivity on λ in (2) when training the
augmentor using 10% labeled data on ScanNet. The higher lambda values (e.g., 1.0) accel-
erate the training processing of our augmentor to become more aggressive (i.e., generating
more challenging samples), which may harm the stability in the early training stage, thus
leading to worse performance. On the other hand, the lower lambda values control the pace
for training the augmentor in an appropriate step, stabilizing the training and leading to bet-
ter performance. Overall, Table 4 shows that our method is robust to the λ value when it is
in a reasonable range (e.g., from 0.01 to 0.5). In all the experiments, we choose λ = 0.1.

5 Conclusions

In this paper, we propose OPA, a novel teacher-student mutual learning framework with
object-level augmentor, which benefits semi-supervised learning on both labeled and unla-
beled data for 3D object detection. We show that the existing methods using only global
transformations is sub-optimal, and thus we propose to adopt both global and local augmen-
tations. To this end, we propose to learn an object-level augmentor that is jointly trained with
the object detector in an adversarial learning manner, in which the objectness score from the
detector provides the guidance to the augmentor. In this way, our object-level augmentor is
able to increase the variance within object points and thus boost the detector’s capability in
SSL. We conduct extensive experiments on the ScanNet and SUN RGB-D benchmarks, in
which OPA achieves consistent performance gains against state-of-the-art approaches on all
the settings with different ratios of labeled data.
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