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Abstract

Open-set panoptic segmentation (OPS) problem is a new research direction aiming
to perform segmentation for both known classes and unknown classes, i.e., the objects
(“things”) that are never annotated in the training set. The main challenges of OPS are
twofold: (1) the infinite possibility of the unknown object appearances makes it diffi-
cult to model them from a limited number of training data. (2) at training time, we are
only provided with the “void” category, which essentially mixes the “unknown thing”
and “background” classes. We empirically find that directly using “void” category to
supervise known class or “background” classifiers without screening will lead to an un-
satisfied OPS result. In this paper, we propose a divide-and-conquer scheme to develop
a dual decision process for OPS. We show that by properly combining a known class
discriminator with an additional class-agnostic object prediction head, the OPS perfor-
mance can be significantly improved. Specifically, we first propose to create a clas-
sifier with only known categories and let the “void” class proposals achieve low pre-
diction probability from those categories. Then we distinguish the “unknown things”
from the background by using the additional object prediction head. To further boost
performance, we introduce “unknown things” pseudo-labels generated from up-to-date
models to enrich the training set. Our extensive experimental evaluation shows that our
approach significantly improves unknown class panoptic quality, with more than 30%
relative improvements than the existing best-performed method. Code is available at:
https://github.com/HeimingX/OPS_dual_decision.

1 Introduction

Panoptic segmentation (PS) is attracting growing attention from the vision community since
it was proposed by Kirillov et al. [17]. Such hot trend attributes to its ambitious goal for
accommodating both semantic segmentation and instance segmentation in an unified frame-
work and producing holistic scene parsing results [8, 9, 10, 17, 18, 19, 20, 28, 29, 30, 32].
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Image for Training GT for Training Image for Testing GT for Testing
Figure 1: Demonstration of OPS task setting. At training phase, an natural image and its
ground truth segments (i.e., known class thing and stuff) of interest are given for model
learning. Some thing objects that are not interesting or difficult to label are left as void, i.e.,
blank area. While the model is required to be able to segment not only known class objects,
but also unknown class objects (denoted by orange color in Testing GT) for testing images,
e.g., bottles, fork and toothbrush.

Most of the researches are built under a common closed-set assumption, i.e., the model only
needs to segment the same class of objects appeared in the training set. However, such kind
of systems will not be competent for the complex open-set scenario. For example, automatic
driving can not identify abnormal objects will lead to catastrophic danger [1] and possible
problems can even not be predictable in medical diagnosis [2]. Therefore, PS systems for
dealing with open-set challenge are urgently demanded.

Open-set problem [11, 25, 26, 27] has been well explored in classification tasks which
refer to the scenario that when some new classes unseen in training appear in testing, the
recognition model is required to not only accurately classify known classes given in training
but also effectively deal with the unknown classes.

The recent research [15] extends PS to a realistic setting and firstly defines the open-set
panoptic segmentation (OPS) task. OPS takes categories given during training as known
classes and requires the model to produce segments for both known and unknown class ob-
jects (“things”) at testing phase, where the unknown classes are never annotated or even
appeared in the training set. As examples shown in Figure 1, many bottles in training image
(above the closet) are hard to be labeled pixel by pixel and given as the void area in ground
truth segments. While for testing images, it is required to predict segments for different kinds
of bottles and even the fork and toothbrush which never appeared during training.

The OPS task is challenging because, on the one hand, the appearance of unknown class
objects is diverse and it would be hard to directly modeling unknown classes from the given
training images. On the other hand, although the “void” category is available at training
phase, the training samples in “void” category are too noisy to provide effective supervisions
since the “unknown thing” class and the “background” are confounded together.

To tackle these two challenges, we choose to recognize the unknown class objects in a
dual decision process. By coupling the known class discriminator with a class-agnostic ob-
ject prediction head, we can significantly improve the performance of the OPS task. Specif-
ically, we build up a known class classifier and suppress its predictions for “void” class pro-
posals to compact the decision boundaries of known classes and empower the known class
classifier the ability to reject non-known classes. Then, we further create a class-agnostic
object prediction head to further distinguish “unknown things” from the background. More-
over, we propose to use the pseudo-labeling method to further boost the generalization ability
of the newly added object prediction head. Extensive experimental results show that our ap-
proach has successfully achieved a new state-of-the-art performance on various OPS tasks.


Citation
Citation
{Abraham, Lee, Brady, Fitzgerald, Mehler, Reimer, and Coughlin} 2016

Citation
Citation
{Bakator and Radosav} 2018

Citation
Citation
{Geng, Huang, and Chen} 2020

Citation
Citation
{Scheirer, deprotect unhbox voidb@x protect penalty @M  {}Rezendeprotect unhbox voidb@x protect penalty @M  {}Rocha, Sapkota, and Boult} 2012

Citation
Citation
{Scheirer, Jain, and Boult} 2014

Citation
Citation
{Vaze, Han, Vedaldi, and Zisserman} 2021

Citation
Citation
{Hwang, Oh, Lee, and Han} 2021


HAI-MING XU ET AL.: OPENPS 3

Figure 2: lllustration of existing OPS methods. (a) Proposal examples used in existing C
methods. (b) Display of the usage of‘void” class proposals in different OPS methods (
row) and howunknownclass are predicted at testing phase (bottom ro@, C9, cvod

andCF represent classi ers for thing classes, background, “void” class and exemplar-ba
classes, respectively Y24 means “void” class proposals. Positive supervision encourag
model to produce a higher prediction score while negative supervision prefers a lower sc

2 Related Work

Panoptic SegmentationPursuing a wholistic scene parsing, panoptic segmentation ta
(PS) is proposed to expect the generation of both semantic and instance segmentatic
multaneously. Given fully annotations to the training images, different kinds of mode
ing targets have been explored for the PS problem. Speci cally, uni ed end-to-end ni
works [17, 18, 30] are soon proposed after the initial release of baseline method with sepe
networks. DeepLab series methods [8, 28, 29] are deployed for fast inference speed. |
recently, universal image segmentation [9, 10, 19, 20, 32] is pursued. While OPS shar
distinct target which demands the model to produce segmentsforownclasses that are
never acknowledged during training.

Open-Set LearningOpen-set problem has been well explored in the recognition/classi cat
task [3, 11, 14, 21, 25, 26, 27, 31]. The target of open-set recognition is to make the mc
successfully identify known classes and have the ability to identify unknown classes wh
are never exposed during training. OPS can be more challenging becdusevnclasses
are not provided intact, but needs to be detected by the model itself. Other related wi
include open-world detection [13, 16]/segmentation [23] and class-agnostic detection [:
segmentation [5]. According to the problem de nition, open-world object detection [1¢
contains a human labeling process after tilknownclass detection while OPS does not
require. And the open-set recognition procedure proposed in OW-DETR [13] signi can
differs from our approach, e.g., the generation and usage of pseudo unknown objects v
greatly and the unknown class decision process is also different. While both open-wi
entity segmentation [23] and class-agnostic approaches [5, 22] aim to segment/detect v
entities without considering classes which is precisely the problem that OPS needs to s
urgently. Meanwhile, anomaly detection based open-set approaches either fail to proc
instance-level unknown objects for the OPS task [6] or require a proxy out-of-distributi
dataset for open-set recognition [4, 7].
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Model PQ SQ RQ| Recall Precision
\oid-ignorance 3.7 718 5.2 11.0 3.4
Void-background| 4.3| 70.1 6.2 11.2 4.2
\Void-suppression| 7.2| 75.3 9.5 27.6 5.8
Void-train 75| 729| 10.3 21.8 6.7
EOPSN 11.3| 73.8 15.3 11.8 21.9

Table 1: Comparisons of OPS resultsuknowrclass for existing OPS methodSince the
recognition quality (RQ) varies a lot among these algorithms, recall and precision statistics
unknownclass are also reported for detailed inspection. All empirical numbers are obtaine
on COCOval set with 20% othing classes are set asknownclass during model training.

3 Open-Set Panoptic Segmentation

According to the problem de nition given in [15hpen-set panoptic segmentati(@PS)

has a similar de nition to the standard closed-set panoptic segmentation except for the lab
space and targets of the task. Apart from km®wnlabel space (i.e., countable objects
in thing classC™ and amorphous and uncountable regionstinff classC®) which has
annotations at training phase and requires to be effectively segmented during testing, Ol
also requires the model to be able to detect and generate instance maskisifown thing
classCI" in test set. Theunknown thingG]" are not annotated or even not appeared in the
training images. For pixel areas in the ground truth of training images that are not manuall
annotated, a semantic label nanvedd will be assigned to them.

Existing OPS methods [15] are built upon the classic Panoptic FPN network [17] anc
this is due to that region proposal network [24] (RPN), an important part of the network
can generate class-agnostic proposals and enable the possible of nding various classes
objects in any image [12] and makes the OPS problem tractable.

Figure 2 (a) presents some proposal examples generated from RPN module where sc
boxes in orange and blue denote the proposals are labeled as a dpemivo thingclass.
Dashed boxes in black and orange denote the “void” class propasalsother black solid
boxes are background proposals. Since the proposal labelikgpoafnclasses is based on
theknownclass GT, the quality of selected proposals are guaranteed. However, the quali
of proposald ¥°!d varies greatly as the connected “void” area is not manually annotated an
may contain multiple objects or just ambiguous pixels, therefore some of them should b
labeled as background in the closed-set PS setting. Examples in Figure 2(a) show that fi
yellow dashed boxes are well aligned with amknowninstance in the “void” area, while a
large number of black dashed boxes are not well aligned with a spaokaowninstance
which should have been labeled as background proposals in the closed-set setting but i
impossible for the open-set case.

The existing OPS methods differ in how to use “void” class proposals and top row of Fig-
ure 2(b) presents their usage ways: Void-ignorance baseline does not include “void” cla:
proposalsP,ig into network training; Void-background takés.iq as background; Void-
suppression alternatively utiliz&,iq to do a suppression dmownclass classi er$; Void-
train treats allP,qjq as the same and adds anid class classi er during training; EOPSN

1Results oknownclass are comparable among these methods and can be found in Table 2
25egmentation afinknown stuficlass is not required in the current OPS de nition [15].

3Proposals who have a half of the region is inside the “void” area.

“We empirically nd that suppress background as well will deteriorate the recognitiknavinclasses.
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Figure 3: Demonstration of our method. We introduce an objectiveness head besides th
fault classi cation head for the prediction of objectiveness score of propd3als.Ppg and
Pvoig represent proposals kmown thingclasses, background amdid class, respectively.

method can be seen as an enhanced version of Void-train and builds multiple represent
exemplars fromP,jq throughk-means clustering. During testing, proposals will be pre
dicted asunknownclass only when they are rejected kyownclasses with a pre-de ned
con dence threshold. Void-train and EOPSN further require the proposals to be predicte
“void” class or exemplar-based classes. Bottom row of Figure 2(b) gives a visualization
unknownclass decision eld for these methods and theiknownclass recognition quality
are presented in Table 1. We can nd that neither Void-ignorance nor Void-background ¢
produce a reasonableknownclass recognition result. Although both of Void-suppressior
and Void-train share a similar performance, i.e., relatively high recall and low precisic
they may have different reasons. Void-suppression is due to the lack of ability for dist
guishunknownclass from background, while Void-train is because the supervisi®hgf
will make it over t to the training set. EOPSN greatly improves the precision but heavil
affects the recognition recall which means the exemplars obtained from propgsalare
not representative enough.

4 Our Approach

In this section, we rst present the necessary of constructing a two-stage decision struc
for the OPS task. Then, we further propose a pseudo-labeling method to enhance the g
alization ability ofunknownclass recognition.

4.1 Dual Decision Structure for the OPS Task

Based on the analysis in Sec. 3, we believe thnownclass cannot be well modeled at
training phase without being aware of what kindsiaknownclass will appear during test-
ing. Therefore, both of Void-train and EOPSN may not be a promising direction for solvi
the OPS problem and the empirical resultsumseerclass® in Table 3 con rm our conclu-
sion. However, other OPS methods can only rely orkiiewnclass classi er when making
decisions orunknownclasses and the empirical results show that such a decision proced
can not enable them to achieve a satisfactory recognition performance for unknown clas
Thus we build up a dual decision process for the effective recognitionkiiownclasses.
Following existing OPS methods, our structure is also adapted from the Panoptic F
framework [17] and the core structure is presented in Figure 3(a). Speci cally, for a giv

Sunseermeans the corresponding thing never appears in the training images. Sec. 5.1 gives a detail de niti
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image, we rst use the ResNet50 network and feature pyramid network to extract multi-scal
feature representations. Then a region proposal network is used to generate class-agno
proposals and their features can be obtained through the Rol align module. Given the grou
truth segmentation annotations at training stage, these proposals can be assigned labels
cording to their positional relationship with the annotations. For example, the proposals wi
be labeled as onkenown thingclassGh 2 Ct" when it has a large overlap to akgown thing
class instance. Similarly, the “void” areas are also utilized for de ning “void” class proposals
Pvoid- Other proposals are labeled as background class safpjes

In order to identifyknownclasses, the classi cation head is supervised by the proposals
o & exp w f(Pf)
a alog; Tr DK
Poid i2f Chipggk=1 & j2f CThibgg €XP Wy T(P)

min (1)
wherew is the weight of classi cation headNr___ is the number of proposals except for
those belonging to “void” clasd\p; is the number of proposals in any specthluing class.

In order to separatknownandunknownclass effectively, we follow the Void-suppression
baseline to do a suppression kmownclass classi ers with “void” class proposals

NP yoid exp w] f(P!
min & 8 iog1 Moo @
NPyig i=1 o &t cihngg €XP W F(Pygig)

whereNp, ., means the number of “void” class proposals.

Considering the modeling of Egs. 2 and 1 can only improve the discriminative ability of
knownclassesunknownclasses may still mix with background ones. In order to mitigate
this drawback, we introduce a class-agnostic object prediction head (a.k.a. objectivene
head) parallel to thknownclass classi cation head and optimize it as follows

. o o exp q' f(P) 09
min a I =+ a log T (3)
Piod i2cthk=1 +exp g’ (P =1 1texpq'f(Py)

whereq is the weight of objectiveness head axid, | is the number of background proposals.

At the testing stage, the recognition wfiknownclass will be made in a dual decision
process based on the predictions on Hatbwnclass classi cation head and class-agnostic
object prediction head, i.e., only proposals who are rejected yrthvnclass classi cation
head and accepted by the objectiveness head simultaneously will be predictgchasn
class. Empirical results in Table 2 shows that such kind of dual decision process signi cantl
boosts thainknownclass recognition performance on all kinds of OPS settings.

Rationale of design: The key feature of the above design is that we will treat all known
class proposals as training samplesdaingle class-agnostiobject” class. In contrast, the
methods described in Figure 2 will treat each class separately. The class-agnostic class
cation head will encourage the network identify patterns that are shared across class ratl
than focusing on (known-)class speci ¢ patterns. The former can generalize well to unsee
thing while the latter may over t to things only seen at the training stage.

4.2 Improve Object Recognition Generalization with Pseudo-labeling

Currently, the newly added class-agnostic object prediction head is only optimized on prc
posals belonging t&nown thingclass or background ones and the “void” class propdsals

5We take any connected “void” area in ground truth of training images as “void” class proposals.
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Known Unknown
PQ SQ RQ| P& sQm RQ™|PQ® sQ™ RQ™| PQ SQ RQ] R P
Supervised 39.4 77.7 48{4 458 80.7 554 29.7 73.1 380 - - - - -
\oid-supp.| 38.0 77.0 46.f 44.8 80.6 541 283 717 36.1 6.7 76.2|88 399 49

K Model

5 Void-train | 37.3 76.7 45.9 43.6 80.4 52)8 282 715 36.0 86 727 (11.8 29.8 7.3
EOPSN 38.0 769 46.8 448 805 542 283 719 36.2 23.1 747|309 259 383
Ours 38.1 77.7 46.6 451 809 548 28.1 73.1 3530.2 80.0 37.§32.8 445
Void-supp.| 37.6 76.8 46.3 443 805 535 285 717 364 65 76.0|86 327 50

10 Void-train | 37.1 77.1 45.8 437 80.1 53]1 281 73.0 359 81 726 (11.2 257 7.2
EOPSN 37.7 76.8 463 445 80.6 538 284 718 36.2 179 76.8|23.3 19.0 30.2
Ours 37.7 77.1 46.3 45.0 80.7 548 27.8 722 35245 79.9 30.724.7 40.6
Void-supp.| 37.5 759 46.1 451 80.6 545 282 70.2 36.1 7.2 753 |95 276 58

20 Void-train | 36.8 76.3 454 44.1 80.1 535 279 716 356 75 729 (103 218 6.7
EOPSN 37.4 76.2 46.2 450 803 545 282 712 36.2 11.3 73.8|153 118 219
Ours 37.1 758 457 450 80.6 543 27.6 70.1 35&.4 79.1 27.1219 354

Table 2: Comparisons of open-set panoptic segmentation performance against the sta
the-art methods on MS-COCl set with thre&knownunknowrsplitsK (%) which denotes
the ratio ofunknownclasses to all classes. Recall (R) and precision (Rnhkhownobjects
are also presented for reference. The best resultsmknownclasses are bold highlighted.

Known Unknown Unseen
PQ SQ RQ| P& sQ™ RQ™|PQ" SQ* RQ™| PQ SQ RQ| PQ SQ RQ
Void-supp.| 35.8 76.7 44,5 43.0 812 525 277 716 354 7.6 755|101 45 759 6.0
\oid-train | 35.4 77.2 43.9 422 81.0 516 27.7 728 353 88 738 |157 4.4 748 59
EOPSN 35.7 76.6 44ff 432 811 527 278 714 356 230 746|308 0.4 80.3 05
Ours 35.8 76.6 445 430 81.1 525 276 714 353.2 80.2 37.7 9.3 825 11.2

Table 3: Comparisons of OPS performance on MS-CQ@l3et under the newly proposed
zero-shosetting. The best results emknownandunseerclasses are bold highlighted.

Model

are not fully utilized. Since the proposals of “void” class may contain many novel objec
which does not belong to the annotatatbwn thingclasses, we assume the properly ex-
ploiting of “void” class proposals can be helpful for the recognition generalization of obje
tiveness head. One straightforward way is to directly take all the “void” class proposals
potentialunknownones to supervise the objectiveness head. However, results in Figur
shows that this strategy will heavily deteriorate the recognition quality. It may because
proposals o¥oid class are not precise and contain much noise which is not suitable for t
immediate exploiting. Therefore, we propose to use the pseudo-labeling technique to
out invalid “void” class proposals.

Since the newly added objectiveness head is designed in a class-agnostic fashior
quality of “void” class proposals can be predicted by the up-to-date objectiveness head
we can select those high con dent ones to further supervise the objectiveness head

Ne. [ '
1 e epaTf(Ply) o expaT (Pl

[ - (4)
Neyg =1 1+ expql f(Pyqg) 1+ exp qT f(Pyqq)

min

whered is the con dence threshold.

5 Experimental Results

In this section, we conduct experiments to evaluate the proposed approach and existing
methods on open-set panoptic segmentation task.
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Figure 4: Visual results on COC@al set withK=20%. Compared to Void-suppression and
EOPSN, our algorithm can detect more novel objects and generates better instance mas
The most promineninknowrclass objects in row 1-4 are car, keyboard, stop sign and zebra,
respectively. (a) Input image (b) Ground-truth (c), (d) and (e) are panoptic segmentatio
results of Void-suppression, EOPSN and our method, respectively. Predicted instances
the unknownclass are denoted by orange color and the black areas represent the areas t
are fail annotated (i.e., (b)) or segmented (i.e., (c)-(e)).

5.1 Experimental Details

To make a fair comparison, we directly build up our experiments based on the release
codebasé Some experimental details are as follows

Datasets Following the protocol of [15], all experiments are conducted on MS-COCO 2017
dataset whose default annotations are constructed k8@ classes and 58tuff classes.
[15] manually removes a subsetlafown thingclasses (i.e K% of 80 classes) in the training
dataset and takes themasknownclasses for evaluating on open-set tastkff classes are

all kept). Threeknowrrunknownsplits ofK are considere&%, 10% and20%.

In order to evaluate the object recognition generalization ability of OPS methods, we
further construct a more realistic OPS setting nagexd-shotwhich is built up from the 5%
split setting mentioned above and further removes training images that contains instanc
belonging to the 20% tathing class of MS-COCO. These classes are {hair drier, toaster,
parking meter, bear, scissors, microwave, re hydrant, toothbrush, stop sign, mouse, refri
erator, snowboard, frisbee, keyboard, hot dog, baseball bat}. To distinguishufrenown
classes, we call these classeseenclasses

Methods: Two strong baselines and the state-of-the-art OPS method are included for con
parison, i.e., Void-train, Void-suppression and EOPSN. Meanwhile, Panoptic FPN traine
on full 80thing classes are also reported for a reference baseline (denoted as supervised)

Evaluation Metric: The standard panoptic segmentation metrics (i.e., PQ, SQ, RQ) are
reported folkknown unknowrnandunseerclasses (see detail formulations in the appendix).

"https://github.com/jd730/EOPSN.git



