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Abstract

Synthetic images created by image editing operations are prevalent, but the color or
illumination inconsistency between the manipulated region and background may make it
unrealistic. Thus, it is important yet challenging to localize the inharmonious region to
improve the quality of synthetic image. Inspired by the classic clustering algorithm, we
aim to group pixels into two clusters: inharmonious cluster and background cluster by
inserting a novel Recurrent Self-Reasoning (RSR) module into the bottleneck of UNet
structure. The mask output from RSR module is provided for the decoder as attention
guidance. Finally, we adaptively combine the masks from RSR and the decoder to form
our final mask. Experimental results on the image harmonization dataset demonstrate
that our method achieves competitive performance both quantitatively and qualitatively.

1 Introduction
Thanks to the rapid development of digital photography and editing software, synthetic im-
ages created by image editing operations (e.g., crop and paste, appearance adjustment) are
prevalent in our daily lives. However, one crucial issue of some synthetic images is that the
color and illumination characteristics of the manipulated regions are inconsistent with other
regions, which could severely degrade the quality of synthetic images.

Following the definition in [26], in a synthetic image, the region incompatible with the
background in terms of color or illumination is named the inharmonious region. Examples
of synthetic images with inharmonious regions are shown in Figure 1. To avoid ambiguity,
following [26], we assume that the area of the inharmonious region is smaller than 50% of
the whole image. Otherwise, the background is viewed as the inharmonious region. The
inharmonious region localization task aims to localize the inharmonious region. After the
inharmonious region is localized, we can manually adjust the inharmonious region or utilize
off-the-shelf image harmonization techniques to make the synthetic image more harmonious.
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Figure 1: Examples of inharmonious images and the corresponding masks.

Thus, inharmonious region localization task is necessary for image harmonization when the
foreground mask is not available [11]. To the best of our knowledge, the only existing work
on inharmonious region localization is DIRL [26]. However, it did not exploit the unique-
ness of this task, i.e., the discrepancy between the inharmonious region and the background
region.

Considering the uniqueness of the inharmonious region localization task, we treat it as
a clustering problem and draw inspiration from typical clustering algorithm K-means [20].
Specifically, we aim to assign all the pixels into two clusters: inharmonious cluster and back-
ground cluster. The idea of K-means is iteratively performing the following two steps. 1)
Assignment step: for each pixel, calculate the similarity between it and all the centroids fol-
lowed by assigning it to its nearest centroid. 2) Update step: re-calculate the centroid of each
cluster based on its associated samples. Inspired by K-means [20], we design a Recurrent
Self-Reasoning (RSR) module and insert it into the bottleneck of UNet [38] structure.

Now we briefly introduce our RSR module. We extract conventional feature map and
style feature map from the encoder of UNet, in which the style feature map is expected to
contain color and illumination information while there is no restriction for the conventional
feature map. Given the style feature map and an initial inharmonious mask, we calculate
the background style feature by averaging pixel-wise features within the background region.
Then, we calculate a similarity map between the background style feature and the whole style
feature map. This is similar to the assignment step in K-means because the similarity map
roughly indicates which pixels belong to the background cluster. However, directly using
this similarity map for assignment is inaccurate, because localizing the inharmonious region
requires rich context information and the style feature may not be adequately informative.
Therefore, we employ a convolutional Gate Recurrent Unit (GRU) cell [1, 7], which takes
in the similarity map, current inharmonious mask, and conventional feature map to conduct
self-reasoning about the location of inharmonious region and outputs an updated inharmo-
nious mask. With a new inharmonious mask, we can update the background style feature,
which is similar to re-calculating the centroids in the update step of K-means. We repeat the
above procedure iteratively and the quality of inharmonious mask is gradually improved.

After introducing our core Recurrent Self-Reasoning (RSR) module, we elaborate on
our Recurrent Self-Reasoning Network (RSRNet). As mentioned above, we insert our RSR
module into the bottleneck of UNet structure. After the recurrent steps in RSR module, we
feed the estimated mask from RSR to the decoder as attention guidance and the decoder
outputs a refined mask. We observe that the mask from RSR can provide a compact shape
of inharmonious region, while the mask from decoder can provide sharper details and edges.
Since these two masks are complementary to each other, we combine them adaptively to
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form our �nal mask. The main contributions of our work can be summarized as follows:

• We treat inharmonious region localization as a clustering problem and draw inspiration
from typical clustering algorithm, which provides a new perspective for this task.

• We propose a novel Recurrent Self-Reasoning (RSR) module to gradually improve the
quality of inharmonious mask. We also propose to adaptively combine the mask from
RSR module and the mask from decoder, leading to further improvement.

• Extensive experiments on iHarmony4 dataset show that our RSRNet achieves the best
performance both quantitatively and qualitatively.

2 Related Work

2.1 Image Manipulation Localization

Existing image manipulation localization methods can be categorized according to the type
of manipulation (e.g., copy-move, removal, enhancement, and splicing), which share some
similarities with inharmonious region localization task. Traditional methods are mainly aim-
ing at localizing a speci�c type of manipulation. These methods are generally based on
the detection of speci�c clues or traces in the manipulated images including noise patterns
[30, 31], JPEG compression differences [25, 28], and colour �lter array interpolation patterns
[13, 15]. Recently, there are many deep learning-based methods [3, 23, 24, 39, 45, 48, 51],
which have shown impressive performance on image manipulation detection and localiza-
tion. However, these methods do not speci�cally consider the inconsistency due to color or
illumination characteristics.

2.2 Recurrent Neural Network

Recurrent Neural Network (RNN) is a type of neural networks that recursively process se-
quential data. The Long Short-Term Memory (LSTM) [22] and Gated Recurrent Unit (GRU)
[7] are two commonly used recurrent neural networks. Although these recurrent models are
originally designed to solve machine translation and sequence modeling tasks, they are then
widely employed to solve computer vision tasks, such as object recognition [27], action de-
tection [40], motion prediction[32], optical �ow estimation [42], and image manipulation
localization [3]. The convolutional based GRU was proposed in [1]. Different from the
above works, we are the �rst to apply RNN for the inharmonious region localization task.

2.3 Image Harmonization and Inharmonious Region Localization

Given a synthetic image which has incompatible foreground and background due to different
color and illumination, image harmonization aims to adjust the appearance of the foreground
to make it compatible with the background. Recently, abundant deep learning based image
harmonization methods [2, 4, 9, 10, 17, 18, 19, 29] have been proposed. To name a few,
Tsaiet al. [43] �rst proposed an end-to-end convolutional neural network to extract context
and semantic information to generate the harmonized image. Cun and Pan [11] proposed a
spatial separated attention module S2AM to separately learn the features in foreground and
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Figure 2: The left part shows the overall pipeline of our RSRNet which consists of a UNet
structure and a RSR module inserted at the bottleneck. The right part shows the detailed
iterative process in the RSR module.

background. Conget al. [8, 9] introduced the concept of domain to distinguish incompat-
ible regions and translate the foreground to the same domain as the background. Comb-
ing semantic features into the harmonization network [41] has shown great performance.
Transformer based structure is utilized in [16] to tackle the harmonization task. Most image
harmonization methods require the inharmonious region mask as input, which are usually
hard to acquire in real-life scenario. Although S2AM used the attention block to predict the
inharmonious region mask, the quality of its predicted mask is far from satisfactory.

DIRL [26] is the �rst method focusing on inharmonious region localization, which effec-
tively fused multi-scale features and suppressed redundant information to better localize the
inharmonious region. However, it is a rather general model without exploiting the unique-
ness of this task, that is, the discrepancy between the harmonious and inharmonious region.

3 Methodology

3.1 Overview

Given an input synthetic imageIII 2 RH� W� 3, our goal is to estimate its inharmonious re-
gion maskMMM 2 RH� W� 1. Our whole model shown in Figure 2 contains two parts: a UNet
structure network and a Recurrent Self-Reasoning (RSR) module. The encoder contains �ve
res-blocks. The �rst four res-blocks are adopted from ResNet34 [21] without pooling layer.
After the fourth res-block, we get a feature map of shapeH

8 � W
8 � 512. This feature map

is then fed into two separate feature heads which both contain a 3� 3 convolution followed
by a Relu activation and a 1� 1 convolution. These two feature heads extract a style feature
mapFFFs and a conventional feature mapFFFc of shapeH

8 � W
8 � 256, respectively.FFFs, FFFc, and

the initial inharmonious maskMMM0 are delivered to Recurrent Self-Reasoning (RSR) module
to re�ne the inharmonious mask iteratively. The maskMMMrsr from RSR is then provided for
the decoder as attention guidance to output a re�ned maskMMMdec. The �nal outputMMM f nl will
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be the weighted combination ofMMMdec and upsampled̄MMMrsr. Next, we will introduce our Re-
current Self-Reasoning (RSR) module in Section 3.2 and the weighted combination of two
masks in Section 3.3.

3.2 Recurrent Self-Reasoning Module (RSR)

In this module, we will iteratively update the inharmonious region mask via self-reasoning.
At �rst, the inharmonious mask is initialized as all zeros,i.e., MMM0 = 0. We denote the esti-
mated mask after thek-th iteration asMMMk.

In thek-th iteration, we update the background style featurefff k� 1
bg , which is the average

of style features within the background region based on the style feature mapFFFs and cur-
rent inharmonious mask from last iterationMMMk� 1. This step is similar to theupdate step
in K-Means algorithm where we update the centroid (the centroid is the background style
feature representing the background harmonious centroid in our case) based on the current
assignment of all samples (the assignment is the current estimated mask in our case). A
Multi-scale Similarity Map (MSM)SSSk� 1 is constructed to measure how similar each pixel in
FFFs is to the background style featurefff k� 1

bg . Then, MSMSSSk� 1, conventional featureFFFc, and

inharmonious maskMMMk� 1 will be passed through a GRU cell to produce an updated inhar-
monious maskMMMk. This corresponds to theassignment stepin K-Means where each sample
is assigned to its corresponding centroid based their similarity. The detailed process of an
iteration in RSR module is shown in the right part of Figure 2.

3.2.1 Multi-scale Similarity Map

In thek-th iteration, given the current inharmonious maskMMMk� 1, we calculate the background
style feature by averaging the style features within the background region. Since the values
of inharmonious mask are between 0 and 1 (1 for inharmonious and 0 for background), we
set a thresholde = 0:5 to determine pixels belonging to the background region. Then, the
background style feature can be calculated as follows,

fff k� 1
bg =

1

å i d(MMMk� 1(i) < e)
å
i

d(MMMk� 1(i) < e)FFFs(i); (1)

whereMMMk� 1(i) (resp., FFFs(i)) is the value ofi-th pixel inMMMk� 1 (resp., FFFs). d(s) is an indicator
function, i.e., d(s) = 1 if s is true and 0 otherwise.å i d(MMMk� 1(i) < e) denotes the total
number of background pixels.

When calculating the similarity betweenfff k� 1
bg and each pixel-level style feature, we con-

sider the average feature in a local neighbourhood of each pixel, due to the potential noise
of pixel-level features. Therefore, we use different neighborhood sizes to take multi-scale
information into account. For scalel , we de�neN l (i) as a square neighborhood centered at
the i-th pixel with side length 2l + 1. Then, we can calculate the cosine similarity between
fff k� 1

bg and the local average feature at thei-th pixel:

SSSk� 1;l (i) =
fff k� 1

bg � å j2N l (i) FFFs( j)

jj fff k� 1
bg jj2 jj å j2N l (i) FFFs( j)jj2

; (2)

in which SSSk� 1;l (i) is the value of thei-th pixel in the similarity matrixSSSk� 1;l for scalel in
thek-th iteration, and� means the the dot product between two vectors. In practice, we take



6 WU ET AL.: INHARMONIOUS REGION LOCALIZATION VIA RSR

a set of scalesl = 0, 1, 2, 3, corresponding to the side length of neighborhood 2l + 1 = 1, 3,
5, 7, respectively. As a result, we obtain four similarity matrices, which are concatenated to
form our Multi-scale Similarity Map (MSM)SSSk� 1.

Note that the style feature mapFFFs will remain unchanged in the iterative process, but
SSSk� 1 will be changed becausefff k� 1

bg will be updated based on the current inharmonious mask

MMMk in each iteration. Recall that the initialMMM0 is an all-zero mask and thusfff 0
bg is the global

average feature over the entire image. Since the area of the inharmonious region is smaller
than background region as de�ned in Section 1, the initialfff 0

bg is closer to the average feature
of background region than that of inharmonious region. In the iterative process,fff k� 1

bg will
gradually approach the true average feature of the background region, offering guidance for
inharmonious region localization in the subsequent iterations.

3.2.2 GRU Based Recurrent Unit

In the k-th iteration, we have the current inharmonious maskMMMk� 1, conventional feature
mapFFFc, MSM SSSk� 1, and the hidden state from last iterationHHHk� 1. MMMk� 1 andSSSk� 1 will go
through two 3� 3 convolutions, respectively. The outputs will be concatenated withFFFc and
MMMk� 1 to form the inputXXXk. After that,XXXk andHHHk� 1 are fed into a convolution GRU [1]. In
each iteration, we learn the residual of the estimated maskDMMMk, soMMMk = MMMk� 1 + DMMMk. The
update process in convolution GRU is

ZZZk = s (Conv([HHHk� 1;XXXk];WWWz)) ;

RRRk = s (Conv([HHHk� 1;XXXk];WWWr )) ;

H̃HHk = tanh(Conv([RRRk � HHHk� 1;XXXk];WWWh)) ;

HHHk = ( 1� ZZZk) � HHHk� 1 + ZZZk � H̃HHk;

in which Conv(�;WWW) means 3� 3 convolution with kernel parametersWWW, [�; �] means con-
catenation,s is the sigmoid function,� means element-wise product.ZZZ, RRR, H̃HH, andHHH are
the latent variables de�ned in GRU [7].DMMMk is obtained by applying a 3� 3 convolution
followed by a 1� 1 convolution onHHHk.

The updated maskMMMk is of sizeH
8 � W

8 . Similar to [42], we use two convolutional layers
to predict an upsample weight map of shapeH

8 � W
8 � (8 � 8 � 9) to upsampleMMMk to the

full-resolution oneM̄MMk by taking the weighted combination over the 9 neighborhood pixels.
We updateMMMk at each iteration tōMMMk, so that the mask supervision can be employed at full
resolution (see Section 3.4).

3.3 Adaptive Combination of Two Masks

We denote the mask from the last iteration in our RSR module asMMMrsr and its upsampled
version isM̄MMrsr. MMMrsr contains the general shape and location of the inharmonious region,
but lacks accurate edges and details (see examples in Supplementary) because the process is
performed at the resolution of1

8. We feedMMMrsr into the decoder by concatenation to provide
attention guidance. The decoder can focus on the inharmonious region provided by RSR
module and integrate multi-scale encoder features through skip connection, producing the
re�ned inharmonious maskMMMdec with sharper details and edges.
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In our experiments, we observe that althoughMMMdec is more accurate about edges and
details, it may contain some holes and misdetected regions (see examples in Supplementary).
Thus,MMMdecandM̄MMrsr are complementary to each other and should be utilized simultaneously.
For two complementary outputs, it is more bene�cial to adaptively combine them instead of
simply calculating the average [6, 12]. Thus, we learn a combination maskGGG with values
between 0 and 1 to adaptively combineMMMdec andM̄MMrsr. Then the �nal maskMMM f nl can be
obtained by

MMM f nl = GGG� MMMdec+ ( 111� GGG) � M̄MMrsr:

The combination mask is expected to utilize the accurate details and edges fromMMMdecas well
as the general shape and location fromM̄MMrsr to form our �nal mask.

3.4 Loss Function

In our RSR module, we performK iterations and obtainK upsampled masks̄MMMk for k =
1; : : : ;K. We chooseK = 12 by cross-validation. We denote the loss for thek-th mask as
` (k) . Besides, we denote the loss for the �nal maskMMM f nl as` (K+1) . Given the ground-truth

maskMMM and an estimated mask̄MMMk, the loss̀ (k) is comprised of three parts following [36]:
` (k) = ` (k)

bce+ ` (k)
ssim+ ` (k)

iou:

l (k)
bce is the binary cross-entropy loss, which is commonly used in binary classi�cation task

and segmentation task.` (k)
ssim is the structural similarity loss, which can better represent the

structural information of the ground-truth mask.` (k)
iou is the Intersection over Union (IoU)

loss. We refer readers to [36] for details about these three losses. Our total loss is a weighted
sum of losses for all the estimated masks:

L = ` (K+1) +
K

å
k= 1

l K� k` (k) ; (3)

wherel is a weight factor set as 0.8 following [42]. The loss weights for the masksM̄MMk

are increasing exponentially since the mask is initially coarse and gradually getting more
accurate, and we assign higher weights to the more accurate masks.

4 Experiments

4.1 Dataset and Evaluation Metrics

Following [26], we conduct our experiments on the the image harmonization datasetiHar-
mony4[8], which contains inharmonious images with corresponding masks and harmonious
images. iHarmony4 [8] consists of four sub-datasets: HCOCO, HFlickr, HAdobe5K, and
Hday2night. The iHarmony4 dataset is suitable for inharmonious region localization task
since the inconsistency between foreground and background is mainly due to incompatible
color or illumination [26]. For HCOCO and HFlickr sub-datasets, the inharmonious images
are generated by applying color transfer methods [14, 35, 37, 46] to transfer the foreground
color of real images. For HAdobe5K sub-dataset, real images are retouched by �ve pro-
fessional photographers to obtain the corresponding inharmonious images. For Hday2night
sub-dataset, the inharmonious image is made by overlaying the foreground of a real image
with the corresponding region in another image, which has the same scene captured under a
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different condition. To avoid the ambiguity of the de�nition of inharmonious region, we fol-
low [26] to only keep the images with foreground area larger than 50%. We follow the same
train-test split as [26] to get 64255 training images and 7237 test images. Following [26],
we adopt the evaluation metrics including Average Precision (AP),F1 score, and Intersection
over Union (IoU).

4.2 Implementation Details

We adopt the �rst four blocks from ImageNet-pretrained ResNet34 [21] as the �rst four
blocks in our encoder, and the last block in our encoder is similar to the �rst block. We also
use 3� 3 convolution to replace the 7� 7 convolution and remove the pooling layer to keep
the resolution and retain more details in the shallow layer. We use Pytorch [34] to implement
our model. We use Adam optimizer withb1 = 0:9, b2 = 0:999, weight decay = 1e-4, and
initial learning rate = 1e-4. We train our model with batch size 32 for 60 epochs on a Ubuntu
18.04.4 machine with 4 GeForce GTX TITAN X GPUs with the learning rate reduced by 0.5
after 30, 40, 50, 55 epochs respectively. The random seed set for numpy and Pytorch is 42.

4.3 Comparison with the State-of-the-art

To the best of our knowledge, DIRL [26] is the only work focusing on the inharmonious
region localization task. Therefore, following [26], we also compare our model with the
state-of-the-art methods from other related �elds. We choose three groups of baselines for
comparison: 1) Popular segmentation networks: UNet [38], DeepLabv3 [5], HRNet-OCR
[49], SegFormer [47]. 2) Image manipulation localization methods: MFCN [39], MantraNet
[45], MAGritte [24], H-LSTM [3], SPAN [23]. 3) Salient object detection methods: F3Net
[44], GATENet [50], MINet [33]

4.3.1 Quantitative Evaluation

We report AP,F1, and IoU of all methods for each sub-datasets in Table 1. Following [26],
we use ResNet34 as backbone for ResNet based methods, HRNet30 for HRNet-OCR, and
SegFormer-B3 for SegFormer. Based on Table 1, our method achieves the best performance
on the whole dataset. Our method beats the best method MAGritte in the image manipulation
localization �eld by a large margin. The general segmentation methods and MINet in the
salient object detection �eld also show competitive performance, but they are still worse
than our model. For the strongest baseline DIRL, our model has 3.19% (resp., 3.96%, 5.57%)
improvement for AP,F1, and IoU.

In addition, we report model related statistics including amount of parameters, model
inference speed, and GFlops of our model and other strong baselines in the Supplementary.

4.3.2 Qualitative Evaluation

To better verify the advantage of our model, we visualize the predicted masks from our model
and top �ve baseline methods in Figure 3. It can be seen that in various challenging scenarios
including occlusion, �ne-grained structure, and small object, our RSRNet can better localize
the inharmonious region with clear and sharp boundary.
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Method
HCOCO HAdobe5k HFlickr Hday2night All

AP" F1 " IoU" AP" F1 " IoU" AP" F1 " IoU" AP" F1 " IoU" AP" F1 " IoU"
UNet 68.11 0.5869 56.57 89.26 0.8380 80.85 80.72 0.7683 74.58 35.74 0.2362 19.60 74.90 0.6717 64.74

DeepLabv3 69.09 0.6070 58.21 90.20 0.8591 81.56 80.01 0.7698 74.91 35.87 0.2550 21.38 75.69 0.6902 66.01
HRNet-OCR 68.89 0.5981 57.69 89.63 0.8387 80.98 79.62 0.7489 74.55 34.98 0.2477 21.34 75.33 0.6765 65.49
SegFormer 72.46 0.6578 58.78 89.43 0.8531 80.44 85.19 0.7986 75.02 45.16 0.3856 32.75 78.05 0.7249 66.55

MFCN 37.36 0.3030 25.18 62.75 0.5365 36.63 49.89 0.4209 28.34 19.71 0.1426 11.88 45.63 0.3794 28.54
MantraNet 56.55 0.4811 41.04 81.07 0.7510 68.50 67.52 0.6302 58.51 28.88 0.2019 16.71 64.22 0.5691 50.31
MAGritte 64.75 0.6058 51.77 85.50 0.8630 76.36 75.02 0.7725 70.25 31.20 0.2549 17.05 71.16 0.6907 60.14
H-LSTM 52.29 0.4336 37.81 77.62 0.7056 65.19 63.12 0.5918 54.93 26.59 0.1977 15.91 60.21 0.5239 47.07

SPAN 58.41 0.4906 45.07 82.57 0.7786 72.49 69.22 0.6510 62.20 29.58 0.2171 19.41 65.94 0.5850 54.27
F3Net 54.17 0.4703 40.03 74.31 0.6944 60.08 72.53 0.6582 59.31 30.08 0.2563 20.83 61.46 0.5506 47.48

GATENet 55.07 0.4568 38.89 75.19 0.6634 59.18 74.13 0.6256 57.51 30.98 0.2174 19.38 62.43 0.5296 46.33
MINet 71.74 0.6022 55.79 89.58 0.8379 77.23 83.86 0.7761 72.51 37.82 0.2710 19.38 77.51 0.6822 63.04
DIRL 74.25 0.6701 60.85 92.16 0.8801 84.02 84.21 0.7786 73.21 38.74 0.2396 20.11 80.02 0.7317 67.85

RSRNet 78.42 0.7131 65.85 93.10 0.8901 85.96 87.11 0.8048 76.84 47.34 0.3028 26.34 82.57 0.7607 71.63

Table 1: Performance comparison with different methods on the iHarmony4 dataset." means
the larger, the better. The best results are denoted inbold.

Figure 3: Qualitative comparison of our model with other state-of-the-art methods from
related �elds. GT is the ground-truth inharmonious mask.

4.4 Ablation Studies

Row 1 in Table 2 is the basic UNet including an encoder and decoder. The result is slightly
different from UNet in Table 1 because the original UNet method only has`bce. In row
2, we insert our RSR module into the bottleneck and evaluate the maskMMMdec output from
decoder. Comparing row 1 & 2, the quality ofMMMdec is signi�cantly improved after inserting
RSR module. In row 3, we only iteratively update similarity matrix without using other
information, which is closer to K-means clustering. Speci�cally, we directly use a single
similarity matrix with scalel = 0 as the updated inharmonious mask and update it for 12
iterations. The results demonstrate that the similarity map is not informative enough and
imposing supervision on it may degrade the performance. In row 4, we simply average
M̄MMrsr andMMMdec asMMM f nl , which is better than row 2 but much worse than our full method in
row 9. The results show that it is necessary to combineM̄MMrsr andMMMdec and sophisticated
combination strategy performs more favorably.


