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Motivation Method Results

Monocular 3D Face Reconstruction

Goal

Challenges
Applications Face artifice, animation, etc.

Generate 3D faces from occluded 
and noisy monocular face images
How to attain robustness in a 
self-supervised manner?

Face recognition, animation, etc.

Occlusion Robust Methods Noise Robust Methods

➢ under-addressed issue

Robust 3D Face Reconstruction

Goal

Challenges

Applications

Generate 3D faces from monocular face images 
without using 3D ground truth face scans

How to influence the output? Parameters?

➢ input+ weak label output

Texture + shape evaluation

➢ Texture evaluation
➢ Open access
➢ Occlusion dedicated dataset

Guidance Losses Robustification Losses

NoW Challenge

Shape & Texture Comparison

Shape Comparison

Perceptual Evaluation

Our Self-Supervised RObustifying GUidancE (ROGUE) framework
learns statistical facial coefficients for occluded, and noisy face
images in a self-supervised manner using following pipelines

Guidance Pipeline

Robustification Pipeline
Enforces the estimated coefficients of 
occluded and noisy faces to be consistent 
with clean images

Estimates coefficients for the clean target 
face

Evaluation Dataset

Goal

Challenges

Proposed Evaluation Datasets


