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METHOD OVERVIEW ANALYSIS OF BEHAVIOUR

e Reformulating convolution block based lo- plane
cal feature embedding as feature assignment J_|_ : o
through best matching kernel ‘ - cat

® deer

 Repurposing soft-max as a batch-statistics- ® dog
free replacement of BN-ReLU * A ® :,rz,.gse

® ship

—~-
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e We generate new semantic entities from the

truck

e Exploiting mixture of class labels to shape
the intermediate features of CNN

APPROACH f f, —> '-‘-'ﬂﬁﬁifi‘-‘égiﬂ" f —TUx1 7 — - 'Elﬂssifi?giﬂn combination of class vectors such as wing
out loss out loss : :
. . . 3x3}>(BN-ReLU}P>{1x1 — i 1x1}>{ BN-ReLU }>{1x1 — from bird and plane, tire from car and truck.
CNNs: Extracting hierarchical features through Dz 1 ' prame,
stacked convolution blocks whose parameters >ioftmaxj— patch classification loss (£')  We observe discriminative patches specific to
are learned in top-down manner via the feed- h, €« certain classes.
back from a C]ass-supervjsed loss function typical residual block residual block with explicit embedding feedback
(I ; y) stage-1 stage-2 stage-3 our block stage-4 2l global fully-connected softmax £ * We observe gENETIC entities as the mixture of
' 7 ! S many classes such as fur for animal classes.
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overall architecture(h)

: 4x4 average pool - global average pool

ABLATION STUDIES
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Low level features Mid level features High level features

1 We augment the training loss with an auxiliary per patch (zg) classification loss and enable label g 80 _. ﬂ ggl : f
o Differently, we want to use the mixture of  supervision in lower layers: ;Ejz o pensizes | Goos. > o
class labels to synthesize new labels that can . = e / °
_ L 1 2 50 o \
explicitly supervise lower level feature ex- L(D) = %) z):[p AER(T), y) - %}é;(i\f(hz(x ), )] " _l " 90.0]
traction (e.g. plane + bird ~ wing). 1 BN-Rely  Softmax Perturbed 02 04 06 02
(a) (b)

2 With our new block, we yield novel semantic entities as the convex combination of the class

e We first formulate an optimization prob- = . | |
features and explicitly shape the feature embeddings according to these semantics.

lem to analytically express selecting the best

. .. . BN-ReLU =~ soft-maximizer
matching kernel and assigning its semantic (a) € f

vector. THEORY TO PRACTICE IMPLICATIONS (b) The inclusion of our mechanism through
Template Dictionary Semantic . . . . . auxiliary loss boosts the performance.
= }Embeddmg Vectors o (Given a set of matching kernels w; and 3x3 =~ ® We observe better clustering etfects in which y P
‘&’ : . : . .
y el s Elvi;gouth features as x343, we define the problem as: a clear distinction between animals and vehi-
e, cles exists. QUANTITATIVE RESULTS
e * T
., p* = argmax q U + ), Pk W, T3x3 . ' _
g ° f p,q=0 e Our method enables mixture of class la- Dataset — Cifarl0 | Cifarl00 | Mini-ImageNet
® ° q+2kpr=1 bels and creates fine labels by using oxis tmg Architecture | Params top-1 acc. top-1 acc. top-1 acc.
------------------ > , , RN26 0.96M1257C  89.52 65.94 60.43
o| 7| o . . . classes with the help of our embedding vec- RN26-aux. 096M+386C 9057 6621 60.70
22 e We make the above operation ditferentiable . . RN26.Ours 09SMA516C  91.06 6678 6103
X . . . tors which semantically reshape the overall ' ' ' '
, : : by smoothing the objective with entropy. RN38 1.42M+257C  90.78 68.15 60.72
typical convolution block in ResNet geometry. RN38-Ours 144M+516C  91.36 69.01 63.83
5x3 BN +tRelUM 1x1 e We represent 3x3 pattern with «' = X p} 4. . . . WRN16 1.28M+129C° 90.52 67.11 60.73
k ¢ QOur formulation mimicks cross-attention be- WRN16-Ours ~ 1.30M+388C  91.10 67.36 62.92
. . . _ _ tween T uerZeS and W ke S 1n Wthh DN100 1.20M+535C 92.62 71.65 65.03
e We then show its resemblance to a typical  ° Relating BN-ReLU to soft-max, we show that xS (g ) , k( ys) DN100-Ours ~ 1.32M+1222C 9292 7125 68.86
3x3-BN-ReLU-1x1 inherently perform these the final representation is given as the con- DN100-Ours-C ~ 1.36M+1264C'  92.71 72.14 68.93

ResNet block.

operations.

vex combination of v, (values).




