In the Eye of Transformer: Global-Local Correlation for Egocentric Gaze Estimation
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Regular Self-attention:
Attention(Q, K,V) = Softmax(QKT /ND)V € RW+1L)xD

Global-Local Correlation:

. Gaze labels are
captured by eye
| trackers.
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- We need to into a Key point: Correlations across local tokens are ignored by subtracting a suppression matrix.

holistic analysis of visual attention.

Key ldea:
- Encoding the into an additional token.
- Highlighting the

in a specifically designed module.

Video Frame Head 1 Head 2 Head 3 Head 4 Head 5 Head 6 Head 7

i

We develop the first transformer-based model for

|| gaze estimation on egocentric videos. Our proposed
method facilitates strong gaze representation learning
and achieves new state of the art.
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