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Overview Results: Active Learning
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to strengthen its learning potential

« We approach active learning for semantic segmentation by
combining semi-supervised learning (SSL) with representation
learning to achieve superior results

* (a) — Original image, (b) — Ground truth, (c) — output by

Using self-learning with contrastive embeddings reduce
the quantity of labeled data points during active learning

Results: Semi-Supervised Learning
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