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A Analyse on Module Structure
For the global part g of the IAT module, here we simplify the ISP procedures [5, 9, 10] as
the following equation:

G(·) = Gamma(Wccm(Wwb(·))). (1)

White balance (WB) function is an essential part in ISP pipeline. WB algorithm estimates
the per channel gain on the image, to maintain the object’s colour constancy under various
different light colour. WB is usually represented as a 3×3 diagonal von Kris matrix Wwb in
camera imaging pipeline [1, 3, 5, 12]. After that, camera color matrix (CCM) Wccm converts
the white-balanced data from camera internal color space cRGB to sRGB colour space [5,
10, 12]. At last gamma correction aims to match non-linearity of humans perception on dark
regions. A standard gamma curve is usually represent as an exponential function with the
exponential parameter γ , so we build our global branch gt(·) following the equation:
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Table A1: Comparison experiments of with (w) and without (w/o) raw-RGB supervision on
exposure correction dataset [2].

Method Expert A Expert B Expert C Expert D Expert E
PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑

w/o raw-RGB 19.90 0.817 21.65 0.867 21.23 0.850 19.86 0.844 19.34 0.840
w raw-RGB 19.98 0.822 22.03 0.885 21.16 0.843 19.94 0.852 19.48 0.841

gt(·) = (max(∑
c j

Wci,c j(·),ε))
γ ,ci,c j ∈ {r,g,b}, (2)

where the Wci,c j is a joint colour transform function consist of white balance matrix and
CCM and γ is the gamma correction’s exponential value, ε is a minimum number to keep
non-negative. Final as we discussed in Sec.3.1, the input image Ii would separately pass by
local branch f and global branch g to generate the prediction result Ît = gt( f (Ii)).

We also evaluate to train the model with corresponding raw-RGB data as additional su-
pervision. Since it’s hard to directly get raw-RGB data from the currect dataset, we then
adopt the Invertible ISP [23] to generate corresponding raw-RGB data Iraw from the input
image Ii, we use pre-train weights in [23] to generate Iraw. In the training stage, we additional
add a loss function Lraw for raw-RGB supervision, the total loss function shown as follow:

Ltotal =Lrgb +λ ·Lraw

=L1(gt( f (Ii), It)+λ ·L1( f (Ii), Iraw).
(3)

Ltotal is the total loss function that consist of two parts: the first part Lrgb is L1 loss
function between predict result gt( f (Ii)) with ground truth image It , while the second part
Lraw is the L1 loss function between middle representation f (Ii) and raw-RGB image Iraw
for raw-RGB part supervision, and λ is a balance parameter where we set it to 0.1 in our
experiments. We make the comparison experiments on exposure correction dataset [2], the
training and experiments’ settings are follow the settings in Sec.4.2, only difference is the
training strategy with or without raw-RGB supervision. The comparison results are shown
in Table A1, we can find that with the additional supervision of raw-RGB data, most of
evaluation metrics on exposure correction dataset [2] would be improved.

B Joint Training with High-level Framework
For high-level vision tasks under challenging lighting conditions,shown in Fig.B1, current
high-level vision frameworks [7, 8, 18] usually well-trained on large scale normal-light
datasets (i.e. MS COCO [14], ImageNet [11]), so directly take low-light/ strong-light data
as input would cause the lightness in-consistency, on the other hand, using image enhance-
ment methods (Sec.4.3 in main text) to pre-process images may cause target inconsistency
(human vision v.s. machine vision) [10], since the goal of image restoration is image quality
(i.e. PSNR, SSIM) and the goal of detection/ segmentation is machine-vision accuracy (i.e.
mAP, mIOU).

An example is shown in Fig. B1, by attaching IAT to the downstream task module, our
IAT could conduct object detection and semantic segmentation with the downstream frame-
works. During training, we aim to minimise the downstream framework’s loss function (i.e.
object detection loss Lob j between detection prediction t̂ and ground truth t) by jointly opti-
mising the whole network’s parameters (see Eq. 4). Compared to the subsequent high-level
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Figure B1: Joint training Enhancement Module with High-level Module.

Table B2: Comparison experiments on low-light detection dataset EXDark [15] and low-
light semantic segmentation dataset ACDC [19].

original pre-enhancement joint training
IAT (LOL) IAT (MIT5K) IAT (none) IAT (MIT5K) IAT (LOL)

EXDark (mAP↑) 76.4 77.2 76.9 77.1 77.6 77.8
ACDC (mIOU↑) 63.3 62.1 61.3 61.5 62.1 63.8

module, the time-complexity and model storage of our IAT main structure could be ignored
(i.e. IAT main structure v.s. YOLO-V3 [18], 417KB v.s. 237MB).

min
i∈I,d∈D

Lob j(t̂, t)

It(x) = I(I1(x)), t̂ = D(It(x))
(4)

We make the comparison experiments on low-light detection dataset EXDark [15] and
low-light semantic segmentation dataset ACDC [19]. For object detection task we adopt
the YOLO-V3 [18] object detector and for segmentation task we adopt DeepLabV3+ [8]
segmentation framework, the training and experiments’ settings are follow the settings in
Sec.4.3.

Experimental results are shown in Table. B2, "original" means to take the original low-
light images for training and evaluation, "pre-enhancement" means to pre-enhancement the
EXDark [15] and ACDC [19] datasets with IAT model trained on LOL-V1 dataset [22]
("IAT (LOL)") and MIT-Adobe FiveK dataset [6] ("IAT (MIT5K)"). The "joint training"
means to joint train IAT with the following high-level framework, and IAT model is sepa-
rately random initialize ("IAT (none)"), initialize with LOL pre-train weights ("IAT (LOL)")
and initialize with MIT-Adobe FiveK weights ("IAT (MIT5K)"), from Table. B2 we could
see that joint-training IAT with the high-level frameworks would further improve high-level
visual performance, on both of object detection and semantic segmentation task.

C Ablation Studies
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Table C3: Experiments on LOL-V2-real [22] dataset (SSIM, PSNR) and EXDark [15]
dataset (mAP), shows each part’s contribution of IAT.

Local Layer [20]’s Our Global Global PSNR↑ SSIM↑ mAP↑Branch Norm Norm Norm (matrix) (gamma)√ √
18.80 0.762 75.8√ √
19.61 (+0.81) 0.776 (+0.014) 75.8 (+0.0)√ √
20.01 (+1.21) 0.786 (+0.024) 76.3 (+0.5)√ √ √
21.95 (+3.15) 0.811 (+0.049) 76.5 (+0.7)√ √ √
22.76 (+3.96) 0.805 (+0.043) 76.7 (+0.9)√ √ √ √
23.50 (+4.70) 0.824 (+0.062) 77.1 (+1.3)

Table C4: Blocks Number.

M
A

2 3 4

2 22.10 22.85 22.34
3 22.24 23.50 22.67
4 22.42 23.00 23.48

Table C5: Channel Number.

#Channel:#Block PSNR↑ SSIM↑ #Param.↓
(K)

Long and Thin (12:4) 22.60 0.807 86.22
Short and Thick (24:2) 22.70 0.815 101.03

Ours (16:3) 23.50 0.824 91.15

C.1 Contribution of each part.

To evaluate each part’s contribution in our IAT model, we make an ablation study on the low-
light enhancement task of LOL-V2-real [22] dataset, and the low-light object detection task
of EXDark [15] dataset. We report the PSNR and SSIM results of the enhancement task and
the mAP result of the detection task. We compare our normalization with LayerNorm [4]
and ResMLP’s normalization [20], and then evaluate different parts’ contributions of the
global branch (predict matrix and predict gamma value). The ablation results are shown in
Table. C3.

C.2 Blocks & Channels Ablation.

To evaluate the scalability of our IAT model, we try the different block numbers and channel
numbers in the local branch. We try different PEM numbers to generate M and A. The PSNR
results on LOL-V2-real [22] dataset has been shown in Table.C4. It shows that keeping the
same PEM number to generate M and A would be helpful to IAT’s performance.

Keeping the same block number to generate M and A, we then evaluate with similar
parameters to answer whether the local branch should be “short and thick" or “long and
thin". The local branch’s block number and channel number are respectively set to 2/24
and 4/12 for comparison. The results of PSNR, SSIM and model parameters are reported in
Table. C5.

D Additional Qualitative Results.

In this section we show more qualitative results on low-level vision tasks: image enhance-
ment (LOL (V1 & V2-real) [22], MIT-Adobe FiveK [6]) and exposure correction [2].
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D.1 Image Enhancement Results

Fig. D1 shows the image enhancement results on LOL-V1 dataset [22] compare with RCT [13]
and MBLLEN [16], Fig. D2 shows the image enhancement results on LOL-V2-real dataset [22]
compare with MBLLEN [16] and KIND [24]. Fig. D3 shows the image enhancement results
on MIT-Adobe FiveK dataset [6] compare with Deep-UPE [21] and Deep-LPF [17]. We
could see that IAT can generate higher quality images which closer to reference target image
It . Meanwhile IAT also take much fewer parameters and less inference time.

D.2 Exposure Correction Results

Fig. D4 shows the exposure correction results on [2] dataset, we show both under-exposure
and over-exposure results of our IAT, and compare to five experts’ results. IAT also generate
high quality images, and have ability to handle under/over-exposure at same time.
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Figure D1: Qualitative comparison results on LOL-V1 [22] dataset, compare with enhance-
ment methods MBLLEN [16] and RCT [13].
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Figure D2: Qualitative comparison results on LOL-V2-real [22] dataset, compare with en-
hancement methods MBLLEN [16] and KIND [24].
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Figure D3: Qualitative comparison results on MIT-Adobe FiveK [6] dataset, compare with
enhancement methods Deep-UPE [21] and Deep-LPF [17].
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Figure D4: Qualitative comparison results of both under-exposure and over-exposure images
on exposure correction dataset [2], left is input image, second row is output of our IAT, right
are 5 experts’ results.
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