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Abstract

Motion blur is a challenging problem in many image processing tasks. It leads to the
degradation of the image, especially the edge information within. This paper introduces
an edge detection algorithm for motion-blurred images based on Generative Adversar-
ial Networks, treating edge detection as an image translation problem. We determined
the components and parameters of the networks through experimental comparisons and
finally adopted U-Net and PatchGAN as the backbones. We also proposed a new loss
calculation method called Motion Loss, which tolerates the random offset of edges due
to motion blur. Finally, we performed several experiments on the GOPRO dataset. The
results showed that applying Motion Loss could lead to better edge results and that our
method worked well in the edge detection of motion-blurred images.

1 Introduction
It is unnecessary to reaffirm the importance of edge detection. The study of edge detection
has lasted for decades, and the results are even better than human perception. However,
sometimes edge information could be influenced (e.g., blur, haze, etc.), and ordinary methods
could not detect it accurately. This paper focuses on the edge detection of motion-blurred
images, which often occur unexpectedly and paralyze most edge detection algorithms.

Motion blur is caused by the relative motion between camera and object, e.g., high-speed
object movement and camera shake, etc. It can be described by the following
expression[7, 9]:

IB = IS ∗Kernel +Noise (1)

Where ∗ represents the convolution operation, IB represents a blurred image, and IS rep-
resents a sharp image. Kernel represents the blur kernel, which is also called PSF (Point
Spread Function). In other words, motion blur is caused by the convolution of the potential
sharp image and blur kernel. The motion blur kernel is related to the trajectory of relative
camera motion.

Edge information is represented by image gradients. Traditional edge detection algo-
rithms such as Canny and Sobel calculate vertical and horizontal gradients to locate edges.
However, the blurring procedure could destroy the gradient information, causing false posi-
tives produced by ordinary edge detection methods.
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Our method is specifically proposed for edge detection in motion blur scenes. Instead of
analyzing features of edges in motion-blurred images, we use GANs to generate edges using
blurred images. We propose a novel conception of loss calculation during the training pro-
cess, which we term Motion Loss (ML). It takes into account the movement of edges caused
by motion blur. Several edge detection metrics such as ODS [1], OIS [1], and Average Pre-
cision (AP) were used for evaluation. The experiments on the GOPRO [18] dataset showed
that our approach achieved better statistical results than ordinary edge detection methods like
Canny and HED.

2 Related work

2.1 Motion blur

Current research on motion blur focuses on blur detection and deblurring. Motion blur can
be caused by camera motion or object motion during exposure. Camera motion may lead to
global blur in an image, while object motion causes blur locally. Although lots of information
is missing due to motion blur, the blur itself represents some motion information such as
direction and speed, and the blur kernel can be restored to some extent.

Motion blur detection aims to determine the blur region and extract the information
within the blur. Chen et al. [3] use the high-frequency feature of motion blur to locate
the region. They design a closed-form solution to estimate motion direction and calculate
directional high-frequency energy to determine a blurred patch. Xing et al. [26] compute
the first and second order directional derivatives and achieve the rudimentary segmentation
by setting thresholds on derivatives. The refined segmentation can then be achieved by mor-
phological operations. Caglioti and Giusti [24] use a variety of techniques to recover ball
motion information, including speed, direction, and trajectory, from a single motion-blurred
image with a known background.

Deblurring of motion-blurred images can be divided into non-blind and blind deblur-
ring, depending on whether the blur kernel is known or not. Non-blind deblurring requires a
known blur kernel to apply deconvolution on a blurred image. Common non-blind methods
include the Lucy-Richardson algorithm and the Wiener filter. However, the blur kernel is dif-
ficult to be recorded, so many methods to estimate blur kernels are proposed. Fergus et al. [4]
adopted a Bayesian approach to find the blur kernel implied by the distribution of blurred
images. Then standard deconvolution algorithm can be used to reconstruct sharp images.
Nimisha et al. [19] handled the motion blur with foreground and background respectively to
obtain clear frames. Sun et al. [23] introduced Convolutional Neural Networks (CNNs) to
estimate blur kernel and operate deblurring procedure on non-uniform motion blur. With the
success of deep learning, there appeared many end-to-end deblurring methods using CNN.
Nah et al. [18] proposed Deep Deblur, using multi-scale CNN at image deblurring; Yong
et al. [27] proposed an attention mechanism for deblurring; Kupyn et al. [13] proposed De-
blurGAN and DeblurGANv2 [14], using several GAN structures and objective functions to
achieve state-of-art performances.

There are some edge narrowing methods that can be applied to blurred images [10].
Schavemaker et al. [22] proposed a morphological method for image sharpening, which
makes edges clearer. However, since edges in motion blur are pretty irregular, such methods
could not precisely recover edges in their location. Ordinary edge detection methods such
as Sobel and Canny rely on thresholds to determine an edge, but it is impossible to find a

Citation
Citation
{Arbelaez, Maire, Fowlkes, and Malik} 2011

Citation
Citation
{Arbelaez, Maire, Fowlkes, and Malik} 2011

Citation
Citation
{Nah, Hyunprotect unhbox voidb@x protect penalty @M  {}Kim, and Muprotect unhbox voidb@x protect penalty @M  {}Lee} 2017

Citation
Citation
{Chen, Yang, Wu, and Zhao} 2010

Citation
Citation
{Xing, Li, and Zhang} 2010

Citation
Citation
{Vincenzo and Alessandro} 2009

Citation
Citation
{Fergus, Singh, Hertzmann, Roweis, and Freeman} 2006

Citation
Citation
{Nimisha, Rajagopalan, and Aravind} 2018

Citation
Citation
{Sun, Cao, Xu, and Ponce} 2015

Citation
Citation
{Nah, Hyunprotect unhbox voidb@x protect penalty @M  {}Kim, and Muprotect unhbox voidb@x protect penalty @M  {}Lee} 2017

Citation
Citation
{Yong, Ye, Yuhui, and Hui} 2021

Citation
Citation
{Kupyn, Budzan, Mykhailych, Mishkin, and Matas} 2018

Citation
Citation
{Kupyn, Martyniuk, Wu, and Wang} 2019

Citation
Citation
{Hongyan} 2008

Citation
Citation
{Schavemaker, Reinders, Gerbrands, and Backer} 2000



LI, LI: EDGE DETECTION OF MOTION-BLURRED IMAGES 3

suitable threshold for motion-blurred images since there is too much noise brought by motion
blur.

2.2 Generative Adversarial Networks
Goodfellow et al. [5] first proposed the concept of Generative Adversarial Networks (GANs),
which was then widely used in the field of image processing. The GANs consist of a gen-
erator and a discriminator, where the purpose of the generator is to produce as realistic a
data distribution as possible based on the input, and the discriminator is trying to distinguish
between real data and generated data.

During the training process of the GANs, the generator and the discriminator are always
in the process of a minimax game, as expressed in equation 2.

min
G

max
D

V (D,G) = Ex∼pdata(x)[logD(x)]+Ez∼pz(z)[log(1−D(G(z)))]. (2)

Where D represents the discriminator, G represents the generator, x is sampled from real
data, and z is the random noise.

The vanilla GANs has many limits and problems. Luckily, the potential of GANs is
foreseen by the public, and enormous improvements and applications based on GANs have
been proposed. It is now widely applied to many areas, including image generation, semi-
supervised learning, etc. [28]

3 Proposed method
In this paper, we use GANs to detect edges. The generator is used to generate edges using
motion-blurred images, while the discriminator distinguishes the generated edges from real
edges. The feedback of the discriminator is provided to the generator for further adjustment
to generate more realistic edges. Thus, the training procedure runs iteratively. We consider
edge detection as a process of image translation,i.e., we use GANs to generate edge images
from blurred images, and the edge results are stored in edge images.

Edges in blurred images do not coincide with edges in sharp images, since the blur pro-
cedure causes movement of edges. We propose a novel conception of loss calculation to deal
with such a problem, which we term Motion Loss (ML). It combines edge offset and pix-level
loss such as L1 distance (MAE). Through theoretical analysis and experimental comparison,
the architecture of the network and the ways of loss calculation were determined. We use
ODS [1], OIS [1], and Average Precision(AP) to get statistical results. The experiments on
the GOPRO dataset indicate that our proposed method achieves better performance in motion
blur situations than ordinary edge detection methods such as Canny and Holistically-Nested
Edge Detection(HED) [25], both in statistical results and visual appearance.

This paper uses the GOPRO dataset for training and testing. The GOPRO dataset was
developed by Nah et al. [18] and was originally used for the task of deblurring. The dataset
uses a high-speed camera to capture a series of sharp images and then averages each sharp
image with several adjacent images to obtain their corresponding blurred images. Since our
target is the edges, we then use the HED edge detection algorithm to perform edge detection
on the sharp image to obtain the corresponding edge results(edge images), which forms the
paired data of blurred images and the edge images as training and testing data. The overall
process is shown in Figure 1.
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Figure 1: The overall process in this paper

3.1 Loss function
The loss function of GANs consists of two components: adversarial loss and content loss.

Loss = Lossadversarial +λLosscontent (3)

Where Lossadversarial is adversarial loss and Losscontent is the content loss.

3.2 Adverarial loss
According to equation 3, The objective function of GANs is a minimax expression. To
simplify the training process, we convert it to a minimized form. The objective functions for
minimizing the loss in the discriminator and generator are:

min
D

V (D) = Ex∼pdata(x)[log(1−D(x))]+Ez∼pz(z)[logD(G(z))]. (4)

min
G

V (G) = Ez∼pz(z)[log(1−D(G(z)))] (5)

In Equations 4 and 5, the cross-entropy method is used to calculate the adversarial loss.
Lease Square GAN(LSGAN) [16] and WGAN-GP [6] are also used to calculate the adver-
sarial loss. LSGAN uses square operation instead of log function, and WGAN-GP uses
Wasserstein distance and gradient loss. This paper compares the training results of the three
different methods, as shown in Figure 2. It shows that using cross-entropy(b) would gener-
ated the clearest edge results, while the other two adversarial losses(c, d) tend to generate
blurry edge results. The statistical result is shown in Table 1. ODS, OIS, and AP are used
as evaluation indicators. The difference of OIS between them is smaller, however, according
to the AP index, cross-entropy is the best. In addition, We noticed that curved edges occur
more often when the LSGAN is used. Based on the above results, cross-entropy is adopted
to calculate the adversarial loss in this paper.

3.3 Content loss
The combination of adversarial and content loss functions in the training process can get
better results [11, 20]. Common content loss functions include MAE, MSE, etc. [29], but
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(a) Sharp image (b) Cross entropy

(c) WGAN-GP (d) LSGAN

Figure 2: Results of the three adversarial
losses

ODS OIS AP

Cross-entropy 0.694 0.697 0.623
WGAN-GP 0.696 0.699 0.606

LSGAN 0.698 0.704 0.616

Table 1: Statistical results of the three adver-
sarial losses

these methods for per-pixel are not appropriate when dealing with images of high-frequency
features such as textures. Minimizing MSE loss is prone to averaging between pixels, pro-
ducing overly smooth results [11, 13, 15] and making the edge blurred. Bruna et al. [2]and
Johnson et al. [12] proposed the perceptual loss function using convolutional networks to
calculate the loss. It has better results than MAE and MSE loss.

However, when dealing with motion-blurred images, none of the above approaches can
handle the motion blur problem. Because the edges are randomly shifted during the mo-
tion blur process, the edges corresponding to the motion blur images do not match the real
edges exactly in the same position, making it difficult to obtain a good result with traditional
content loss calculation. Thus, this paper proposes the concept of Motion Loss for motion-
blurred images. When comparing the generated edge with the real edge, the generated edge
is shifted within a certain range. Traditional content loss is calculated for each shift. The
smallest loss value among these shifts is selected as the final loss value, thus reducing the
effect of edge offset caused by motion blur.

The calculation of Motion Loss is shown as follows:
For matrix M of size m×n, We define a horizontal shift matrix H p, which represents p

positions shifted rightward in the horizontal direction, and a vertical shift matrix V q repre-
sents q positions shifted upward in the vertical direction:

H p
i, j = δi+p, j,V

q
i, j = δi, j+q (6)

Where H p
i, j,V

q
i, j represents the elements in row i and column j of the matrix, δ (Kronecker

delta) is calculated as follows:

δi j =

{
0 if i ̸= j,
1 if i = j. (7)

The shift operation on the matrix M can be expressed as: Mshi f ted = H pMV q.
Assuming the horizontal shift range between [a,b] and the vertical shift range between

[c,d], Motion Loss is calculated as follows:

Motion Loss = min
p∈[a,b],q∈[c,d]

Criterion(H pMV q,M0) (8)
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Where M0 is the ground truth of edge results. Criterion could be MAE, MSE, or Perceptual
Loss. It is used to calculate the traditional content loss between the generated edges after
shift process and the real edges. In this paper, we choose MAE as Criterion. The entire
content loss calculation is defined as Motion Loss with MAE.

We compared the performance of different content loss functions: MAE, MSE, Percep-
tual Loss, and Motion Loss with MAE, as shown in Figure 3. It is shown that Motion Loss
with MAE (c) could lead to best edge results; Using MAE loss lead to the detection of non-
existent edges (d-1); MSE loss caused bending edges, which is quite obvious (e-2); The
results of Perceptual loss is similar to that of the Motion Loss with MAE, but there are still
some false negatives (f-1).

The statistical results is shown in Table 2. It can be seen in the table that the calculation
method of Motion Loss can slightly improve the calculation effect of MAE, which is better
than MSE and Perceptual Loss.

(a) Sharp image

(c) Edges by Motion Loss(ours) (d) Edges by MAE loss

(e) Edges by MSE loss (f) Edges by Perceptual Loss

(b) Real edges

Figure 3: Comparison of Motion Loss with the other three content losses.

ODS OIS AP

MAE loss 0.694 0.697 0.623
MSE loss 0.700 0.704 0.629

Perceptual loss 0.701 0.704 0.635
Motion Loss with MAE 0.705 0.708 0.634

Table 2: Statistical results of different content loss functions

3.4 Network structure
This paper selects Conditional Generative Adversarial Network (CGAN) [17] as the main
framework. The generator part can use U-Net [21] and ResNet [8], and U-Net is found to be
more effective through comparison experiments. The experiment result is shown in Figure 4,
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(a) Sharp image (b) Edges by U-Net (c) Edges by ResNet

Figure 4: U-Net and ResNet
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Figure 5: Overall network structure

where it can be seen that the edges generated using U-Net(b) are more visually satisfactory,
while the result of ResNet(c) contains more blurry edges and false edges. Therefore, we use
U-Net as the generator.

In the selection of discriminator, PatchGAN [11] is selected in this paper. Unlike ordinary
GAN, PatchGAN generates a matrix for each image to be judged. Each value of the matrix
corresponds to a small area of the input image to have finer control over the image and pay
more attention to the details of the image. The overall network structure of this paper is
shown in Figure 5.

4 Experiments

4.1 Dataset
This paper applies the GOPRO dataset as the training and test data, but the data lacks edge
information. Traditional edge detection, such as Sobel and Canny, requires a threshold to
adjust detection sensitivity. However, it is difficult to decide a suitable threshold that can
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effectively detect all the edges for all images. Many recent papers have used Holistically-
Nested Edge Detection (HED) as a tool to detect edges. HED is a hierarchical edge detection
method using a VGG network, which detects the main contour edges of objects in the frame
while being insensitive to texture features and noise within the object, resulting in relatively
complete and uninterrupted edges. This paper uses HED to obtain edge results from sharp
images in the dataset, which is assumed to be the ground truth of edge results. See Figure 1
for the whole process.

4.2 Results
In the pre-processing data stage, the main edges of the sharp images in the dataset were
extracted by HED, to obtain paired dataset of “blurred image & edge image”, in which we
selected 4400 pairs as training data and 1633 pairs as test data. To improve the training
speed, the original image was resized to 256x256, the batch size was set to 32, the initial
learning rate was 0.0002, and the number of epochs was 200, where the learning rate was
kept constant for the first 100 epochs and decayed linearly for the next 100 epochs. The λ

in Equation 3 was set to 100.0. We performed Non-Maximum-Suppression(NMS) on the test
results and calculated its OIS, ODS, and AP indexes.

We compared our method with the HED and Canny algorithms for motion-blurred im-
ages, as shown in Figure 6. It shows that HED(c) produced quite blurry edge results. Al-
though NMS can extract finer edges from them, the accuracy is still unsatisfying; Canny
with an appropriate threshold(d) can extract the contour edges but also detected lots of false
positives, and most detected edges were disconnected; Our algorithm achieved the best result
among them. The statistical results are shown in Table 3, and the precision-recall curve (PR
curve) is shown in Figure 7. The results showed that the algorithm in this paper worked well
in the edge detection of motion-blurred images.

ODS OIS AP

HED 0.585 0.596 0.437
Canny 0.629 0.630 0.412
Ours 0.705 0.708 0.634

Table 3: Evaluation metrics of this paper’s algorithm with HED and Canny on the test dataset

(a) Sharp image (b) Edges by our method

(c) Edges by HED (d) Edges by Canny

Figure 6: HED, Canny and our method

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Recall

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
re

c
is

io
n

[F=.80] Human

[F=.70] ours

[F=.63] canny

[F=.59] HED

Figure 7: PR curves of the three methods



LI, LI: EDGE DETECTION OF MOTION-BLURRED IMAGES 9

5 Conclusion
In this paper, we propose a method for edge detection of motion-blurred images along with a
new approach for loss calculation called Motion Loss. We performed a series of experiments
to compare different components of the network to determine the best solution for our appli-
cation. Finally, we compare our method with other edge detection algorithms to evaluate the
effectiveness of the method. The result shows that our approach could generate better edge
results.

There are still some problems with edge detection for motion-blurred images, and the
accuracy of detection is still somewhat different from that of edge detection for sharp images;
the effect of edge detection also weakens as the degree of blurring increases. We will further
optimize the network structure to improve the efficiency of the algorithm; design a loss
function that is more suitable for motion-blurred edges, and conduct more tests on different
types of blurred images.
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