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Comparison of RandomResizedCrop (RRC) and the proposed Saliency Swap (SS). (a)
shows the commonly-used RRC in contrastive learning (CL) methods. (b) shows our
proposed SS, which crops from regions of interest of the reference image and replaces the
saliency regions of two randomly selected images to guarantee semantic consistency.

Learning paradigm of our proposed Cross-view Saliency Alignment (CVSA). (a) The
network parameters in red are an exponential moving average of the purple part, and the
contrastive loss 𝐿!"#$ is calculated between 𝑝%,'() and ℎ*,'() (stop-gradient) as BYOL.
(b) Saliency alignment module calculates 𝐿+(,-# between predicted attention maps and
input saliency masks𝑀. The final learning objective is𝐿!./+ = 𝐿!"#$ + 𝐿+(,-#.

Method

Analysis

Conclusion: CVSA learns discriminative fine-grained
representation with better localization abilities.

Experiments

Observation: CVSA brings consistent improvements of fine-grained representation learning.

Conclusions
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We design a dual-stage pre-
training pipeline with the 
first-stage to train feature 
extraction and the second-

stage to train localization. To 
empower the model with 

localization abilities in the 
second-stage, we propose 
cross-view saliency align-
ment (CVSA), a new self-

supervised contrastive 
learning framework. 

Extensive experiments on 
fine-grained benchmarks 

demonstrate the effectiveness 
of our contributions in 

learning better fine-grained 
representations.

We analyze the Grad-CAM of learned
representation on CUB-200 (left), the
scale hyper-parameter of SS compared
to RRC (right 1), and the causal
interpretation graph of CVSA which
weakens the causality between the
background B and the semantic labels
Y for better localization abilities.

We evaluate CVSA in three aspects: (1) Second-stage only pre-training on fine-grained benchmarks based
on ResNet-50, (2) Dual-stage pre-training with the first-stage using COCO dataset, and (3) Dual-stage
pre-training on fine-grained benchmarks with the first-stage using ImageNet-1K dataset. Top-1 accuracy
of fine-tuning evaluation is reported. CVSA yields significant improvements for second-stage only pre-
training, which learns better localization abilities than BYOL baseline, while consistently outperforming
existing contrastive learning methods with dual-stage pre-training for more practical usage.
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