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● We propose a dual pyramid generator for 

semantic image synthesis which adapts the 

conditioning to the size of the objects.

● We propose to unify supervision at pixel, patch, 

and feature level to enforce the generator to 

generate realistic objects that are well aligned with 

the semantic maps.

● State-of-the-art qualitative and quantitative results 

on 3 datasets

Most semantic image synthesis methods struggle to 

generate realistic objects as they cannot handle scale 

information properly. We address this issue by 

enhancing the multi-scale ability for both generator 

and discriminator. The approach thus generates 

more realistic
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❏ Motivation

• Dual Pyramid Generator 

• Scale-Enhancement Discriminator

We utilize supervisions at different levels to boost the ability of 

discriminator to handle multi-scale information

• Pixel-level

• Patch-level

• Feature-level

• Supervision

• Spatially-adaptive normalization (SPADE)

❏ Architecture

❏ Scale-Enhancement Discriminator❏ Dual Pyramid Generator

❏Experiments

DP or OA denote if the generator or discriminator from OASIS (OA) or our approach (DP) are used

• Architecture Ablation

Cropped objects from generated images (Cityscape)

Generated images from ADE20k dataset

• Qualitative Evaluation • Quantitative Evaluation 

Per-class IoU for Cityscapes, obj-mIoU is mIoU only for object classes.

Comparison to state-of-the-art methods on different datasets. 


