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Contribution

Exemplar Learning

Ø We propose a novel learning scenario,
Exemplar Learning (EL), to explore automated
learning processes for medical image
segmentation from a single annotated image
example

Ø We propose a novel learning scenario, Exemplar
Learning, which explores medical image
segmentation from a single annotated image

Ø We propose a novel ELSNet framework to segment
medical images in the EL scenario by creating
exemplar-based data, learning pixel-prototype based
contrastive embedding and exploring unlabeled data
with pseudo-labels

Ø Experimental results on two medical image
segmentation datasets show that the proposed
ELSNet can effectively perform the medical semantic
segmentation task

Exemplar Learning-based Synthesis Net

Ø The Exemplar-guided Synthesis Module
(ESM) is proposed to enrich and diversify
the training set by synthesizing annotated
samples from the given exemplar

Ø The Pixel-prototype based Contrastive
Embedding Module (PCEM) is proposed to
enhance the discriminative capacity of the
base segmentation model via contrastive
self-supervised learning

Comparison with the State-of-the-Art Methods

Two-Stage Training

𝐿!: Exemplar loss
𝐿": Synthetic segmentation loss
𝐿#: Prototype contrastive loss
𝐿$: unlabeled segmentation loss

Ø The exemplar and the synthetic dataset are
used as training data to train the synthetic
segmentation network

Ø Make use of the exemplar, synthetic dataset
and the unlabeled dataset to train the
exemplar learning segmentation network by
PCEM

Ø Impact of the proposed modules

Ø Comparison results on the ACDC Dataset

Ø Comparison results on the Synapse Dataset

Ø Qualitative Evaluation

l Datasets!ACDC and Synapse dataset
l Evaluation metrics: the Dice Similarity Coefficient (DSC) and 

the 95% Hausdorff Distance (HD95)

ESM and PCEM

Ø Create the synthetic dataset by ESM

Ø Train the synthetic segmentation network by
PCEM

Ø Generate the pseudo-labels of unlabeled data
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