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✦ We demonstrate the prototype collapse issue of pre-trained features in a 

typical Prototypical Contrastive Learning (PCL) framework.

✦ We analyze it with the proposed NEMD score defined on the normalized 

embedding space.

✦ We improve the prototypical learning of representations through 

alignment, uniformity, and correlation, mitigating prototype collapse issues. 

Contributions Comparison on ImageNet-100 Comparison on ImageNet-1K

Qualitative Comparison

Preliminaries

Normalized Earth Moving Distance

Alignment

Uniformity

Correlation

Overall Objective

where 𝛼, 𝛽, and 𝛾 denote the weights of the alignment, 

uniformity, and correlation loss.

• To pull embeddings from positive prototypes together and 

push negative prototypes away: 

• To alleviate the inter-prototype collapsing issues: 

• To distinguish the difference between each prototype further to 

avoid inter-prototype collapsing:

• instance-wise contrastive learning 

• prototypical contrastive learning 

• To quantify the level of prototype collapse in PCL methods, assume 

prototypes as empirical distributions on a normalized hyper-sphere

• NEMD is then calculated between distributions associated with prototypes 

to measure the distance of separate prototypes 
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