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1-D positional encoding vectors lose spatial 
information in vision tasks. We thus propose 
a new scheme of positional encoding to 
encode object spatio-temporal position 
information for multi-object tracking.

• Encode object position in a pixel-wise 
dense fashion.

• Extend from single-frame position to a 
trajectory of an object.

Dense Spatio-Temporal (DST)
Position Encoding

Architecture

Three levels of DST position encoding
Image level: given the feature maps of an 
image (𝐶×𝐻×𝑊):

Object level: in RoI of objects (𝐶 ×𝐻!×𝑊!):

Trajectory level: for an object trajectory 
(𝑏", 𝑏#, … , 𝑏$):

On single frame

On a trajectory Attention Mask (Optional)

The model architecture uses an off-the-shelf detector to gain object 
positions and a transformer to compare object features for 
association in tracking across multiple frames.

Experiments

Conclusion
we propose a novel Dense Spatio-Temporal (DST) 
position encoding to incorporate object position 
information and appearance into the transformer for 
multi-object tracking. While multiple previous works 
have failed in boosting performance with classic 
positional encoding, our work provides a novel and 
effective paradigm for future works.


