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Scale-Prior Deformable Convolution Network

➢ Previous works focus on  designing self-similarity matching rules between 
exemplars and query images;

➢ SPDCN is developed to better extract exemplar-related features;

➢ The offsets in vanilla deformable convolution 
only comes from local embedding 𝒞;

➢ In SPDCN, the offsets is transformed from the 
combination of local embedding 𝒞 and global 
embedding 𝒢. A non-linear module ℛ is used 
to fuse them.

➢ The global embedding is the average height 
and width of given exemplars.

The scale prior is only used to adjust the receptive field of network. The matching 
process and density estimation are based on semantic information instead of scale 
information.


