
• Motivation
• Widely used bilinear interpolation, cubic

interpolation, etc. are handcrafted, and only
consider relative distance in defining the
interpolation coefficients.

• Handcrafted interpolation losses much
information in downsizing image, which reduces
the network performance.
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• Experimental results

• Discussion
• DownsizeNet can also be used in feature map

resizing (downsizing and upscaling).

• Contributions
• We propose a new interpolation method

DownsizeNet aiming to preserve image
information in image downsizing with a sub-
network interpolation module at the image pre-
processing stage. The interpolation sub-network
can be easily used in various vision tasks, and
has good generalization ability to different
pipelines by making the downsizing result retain
a real image.

• We introduce texture feature into CNN based
interpolation coefficient inference. A special
floating type pooling layer is designed to
spatially align the CNN texture feature and the
encoded relative distance map, and this
facilitates the pixel-wise interpolation
coefficient inference.

• Experiments on seven pipelines in detection and
segmentation tasks demonstrate that our
method consistently reduces accuracy drop than
widely used bilinear interpolation. Besides, we
have demonstrated that our method also
outperforms texture only based interpolation,
cubic interpolation and area interpolation.

• Network architecture
• Given the high resolution image, and the high

resolution HxW and low resolution value hxw,
output a low resolution image.

• The interpolation network is simple, and
contains only 2~3 3*3 convolution layer and 1
1*1 convolution layer. Besides, two efficient
special layers are proposed. This makes the
network efficient.

• Two special layers
• Floating pooling layer. Given a projected point

Q’ on high resolution image, the feature
vector of P1 is selected as the feature of Q’.

• Interpolation layer. The last sigmoid can be
replaced by softmax, then the interpolation
operation is more convenient.

Conv-Down uses 
traditional stride 2 
conv to downsize 
the image. The 
image is resized 
from 300x300 to 
150x150.


