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* Motivation * Network architecture  Experimental results
Wld@ly used bilinear interpOIatiOn, cubic * @Given the hlgh resolution imagE, and the h|gh Table 1: The performance (mAP) comparison between Bilinear and ours on four detec-

tion pipelines. RefineDet is implemented with Caffe, and other networks are implemented

interp0|ati0n, etc. are handcrafted) and Only reSOIUtiOn HXW and IOW rESOIUtion Value hXW; with PyTorch. ~ 300 denotes that one side of the image 1s resized to 300 while the height
: ' : : t A . . and width ratio 1s fixed.
ConSIder rE|at|Ve dIStance In deflnlng the OUtPUt d IOW FESO|utIOn Image Pipeline Attribute Dataset Backbone Resolution Bilinear Ours
interpolation coefficients. * The interpolation network is simple, and RefineDet[46] One-sage  VOC207 . VGGlo 300300 —~ L60x160 | 680 689
. . . . ‘enterNet [51] Anchor-Free 20 esDC 300300 — > 160x 160 41.0 .
Handcrafted  interpolation losses  much contains only 2~3 3*3 convolution layer and 1 DETR [3]  Trnsformer ~ COCO  ResNetl0l  300x300—>165x165 | 16.1 163
. . . oo . . ) . o LightHead [22] Two-stage VOC2007 VGG16 ~ 300 — >~ 163 50.0 50.5
information in downsizing image, which reduces 1*1 convolution layer. Besides, two efficient
: : Table 2: The performance (mean IoU) comparison between Bilinear and ours on three
the netWOrk performance' SpEC|aI Iaye S are prOposed' Th 15 Mad keS the segmentation pipelines. FCN is implemented with Caffe, and other networks are imple-
netwo rk efficie Nnt. mented with PyTorch. SPP: Spatial Pyramid Pooling. For Deepl.abv3+, the image is resized

to 0.35 times of the original resolution. For SPNet, the image 1s resized to 0.3 times of the

high resolution. The resolutions 513 and 768 are used in the original codes of DeepLabv3+

e Contributions

, , o S — and SPNet respectively.

* We propose a new interpolation method e e el L Pipeline Attribute Daaset _ Backbone _ Resolution | Bilincar Our
DownsizeNet aiming to preserve Image w o3 e DecpLabyae [ SPP.encodendecode  Cityscapes.  ResnetlOl S13x513— = 170x170| 464 473
infOrmatiOn in image downsizing Wlth 3 Sub_ e g‘g‘- X SPNet [15] Strip pooling Cityscapes  ResnetS0  768x768 —>230x230|  38.6  59.2
network interpolation module at the image pre- I | % : : AR ' Loss Table 3: Test on LightHead about the generalization ability of the pretrained Down-
processing stage. The interpolation sub-network s m—— ey s, e i ek
can be easily used in various vision tasks, and = & ol o LiehiHead and Decplabuie. e e reduon for ol
has good generalization ability to different RS L ion e S fasks Training epochs on DeepLabva+ _ Bilinear _ Ours
pipelines by making the downsizing result retain W e R 00 w1 31
a real image. - Two special layers — —

* We introduce texture feature into CNN based|| e« Floating pooling layer. Given a projected point -
interpolation coefficient inference. A special Q" on high resolution image, the feature A gosgergesgengo syl
floating type pooling layer is designed to vector of P1 is selected as the feature of Q’. m%hdmglﬁhdz ours sing Rfinc Dot buscline nchtectureon Pscal VOCI00T.
spatially align the CNN texture feature and the PN - R ii“ilfiﬁiii“;f'fi;lfi?i.fif’”‘B“m o
encoded relative distance map, and this w f— e o 4 oo
facilitates the  pixel-wise interpolation H o, Tt b o ot i
coefficient inference. g0t 1 e 10 % b b= 1.8, o B given,

* Experiments on seven pipelines in detection and Feature * Discussion
segmentation tasks demonstrate that our esture mer * DownsizeNet can also be used in feature map
method consistently reduces accuracy drop than|| ¢ Interpolation layer. The last sigmoid can be resizing (downsizing and upscaling).
widely used bilinear interpolation. Besides, we replaced by softmax, then the interpolation
have demonstrated that our method also operation is more convenient. T =
outperforms texture only based interpolation, G= a1, qallar, ..,aa]". = = BMVC

cubic interpolation and area interpolation. =1 g u
p p o D=l == 2022



