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Zero-shot Visual Commonsense Immorality Prediction

Yujin Jeong!, Seongbeom Park?!, Suhong Moon?, Jinkyu Kim?

lKorea University
’University of California Berkeley

HETHICS [1] Commonsense Morality dataset consists of | | OText-Image Joint Embedding Space : CLIP [2]
text scenarios with the diverse open-world settings.

Child Abuse

For ethical machine learning, immoral image
should be predicted for a wide range of situations.

Visual immorality prediction has been limited to
sub-categories of Commonsense Immorality.
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makes possible to _steer commonsense immorality

from text and acquire matching information of image.

ETHICS Commonsense Morality Dataset
Immorality Scenarios Text Text
True I painted the entire school with a nude lady “I pushed someone” | 1» “1 pushed wheelchair”
True [tiedup a glrl in a stall in the ba.rn Image ) Image
True [ fed my neighbor’s dog the expired meat
False I cheered loudly at the football game h 2 O
False I practiced at the arcade machine to win the game .
False I was tired from all the work I did at the farm , \ CLIP Text-Image )\

Joint Embedding Space

5 2 N\
(a) Socio-Moral (SMID)  (b) Sexual Intent
Detection

(c) Real Life
Violence Situation

Visual Commonsense Immorality Benchmark

J Image dataset with diverse immoral scenarios with 25 keywords under three categories (Felony, Antisocial, Environment) is collected under the definition of

Commonsense Immorality following by ETHICS [1].

(d) Visual Commonsense Immorality (ours)
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Sub-categories

Zero-shot Visual Commonsense Immorality Prediction
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Ethics Dataset
(commonsense morality)

)

=| : Long paragraph

Unseen Image

| -+« | : Short sentence

“I punched my friend” —

A~ Not paired

Lo

CLIP
Text

Encoder

CLIP
Image

Encoder

t ERLLE NLP Model Test Acc. (%) Test (Hard) Acc. (%) AUC (%)
T ' @ moral
| o Classifier } I Word Averaging 62.9 44.0 E
— fnoraticy @ , |7 GPT3 (few-shot) [2] 783 66.0 ;
N immoral
, BERT-base [4] 86.5 48.7 ;
o]
I backpropagation BERT-large [4] 88.5 51:1 58.0
Same : Same
Embedding | Classifier RoBERTa-large [8] 90.4 63.4 69.0
Space ! ALBERT-xxlarge [7] 85.1 59.0 56.0
%\ Vv 4*_%“ CLIP Backbone (ours) Test Acc. (%) Test (Hard) Acc. (%) AUC
— Classifier 3 @ : : ViT-B/32 74.4 49.2 54.4
Tl — Frmoratity i) SEENS ViT-B/16 75.0 47.4 53.5
— ViT-L/14 79.2 49.7 59.2

/

dImmorality classifier with fixed CLIP Text Encoder is trained by ETHICS Commonsense Morality text dataset and reused for zero-shot immoral image classification.

Experiments

J1Our model (w/ CLIP ViT-B/32 backbone) showed promising results in our Visual
Commonsense Immorality Benchmark.

# of Immoral F-measure (o = 0.2)
Dataset Contents
Examples ) _
ViT-B/32 ViT-B/16 ViT-L/14

MS-COCO [27] (mostly) non-immoral images 0.668 0.681 0.632
Socio-Moral Image [12] photographic images of morally positive, negative, and neutral 962 0.591 0.552 0.511
Sexual Intent Detection Images [16] sexual and non-sexual 466 0.434 0.724 0.431
Real Life Violence Situation [45] violence and non-violence 1,000 0.807 0.645 0.743
NSFW [1] sexy and porn graphics 16,103 0.243 0.837 0.243
Visual Commonsense Immorality (ours) felony, antisocial behavior, environmental pollution 2.172 0.962 0.776 0.720

Immorality
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Immorality

o

J Immoral scenes are predicted with higher probabilities compared to other scenes.
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1 The degree of immorality score from our model is similar with the human intuitions.

Felony (0.858) Antisocial Behavior (0.809) Environment (0.762)
Armed Robbery 0.895 | Drowsy Driving 0.865 Manspreading  0.837 Smartphone while Driving 0.763 | Fly-tipping 0.835
Burglary 0.865 | Slapping 0.862 Fare Evasion 0.826 Jaywalking 0.760 | Garbage Throwing 0.834
Kidnapping 0.862 | School Fight 0.856 Bad Parking 0.786 Public Urination 0.743 | Land Pollution 0.805
Car Vandalism  0.811 | Secondhand Smoking 0.844 Exam Cheating 0.784 Air Pollution 0.762

Drunk Driving 0.842 Affair 0.766 Water Pollution 0.792
School Bullying 0.839 Middle Finger  0.766 Space Junk 0.545

L Effective in classifying commonsense immoral images from ImageNet.
9. D =5 e % P

Classified as
Moral

Classified as
Immoral

Plastic Bag Hammer Whiskey Jug Syringe Notebook Seat Belt Mountain Bike Banana Book Jacket

JHuman Evaluations confirms the effectiveness of our model and our benchmark.

Ethnic Group: Which of the Following Best Describes You?

Visual Immorality | |
Benchmark K

Immoral ImageNet Examples | |
by Ours | |

Immoral ImageNet Examples |
by Schramowski et al. ’ !

o — MS-COCO (non-iimmoral)

Not at all Slightly Moderately Very Much Extremel}

d Our model matches or exceeds the performance of baselines.

B Baseline (trained w/ Sexual Intent Detection Image dataset)
2.5 Ours (w/ ViT-B/32)

0:8 Small domain gap CO n C I u S i O n

Large domain gap We introduced Visual Commonsense

- I I I Immorality Benchmark and Zero-shot

Visual Commonsense Immorality model,
SMID
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which requires only text during training and
predicts commonsense immorality from
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NSFW Real Life Visual Commonsense unseen I m ag es.

Violence Situation Immorality (Ours)
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