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Learning Clothes-irrelevant Cues for Clothes-Changing Person Re-identification
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Introduction Experiments

€ We propose a Clothes-Relevant information Erasure (CRE) module to erase the — - seneral(all cams) | SC(eam2&cain3) | CC(canB &oami)
clothes relevant information on the original images and put the generated images top-I mAP [top-l mAP [top-I mAP
into the network for training so that the model can learn more biological features MDLA [36] ICCV2017 | 889  76.8 934 939 59.2 60.8
: _- PCB [41] ECCV2018 | 87.7 74.6 04.7 04.3 62.0 62.2
Which are clothes-irrelevant. | | | Part-aligned [39] | ECCV2018 | 905 797 |939 934 | 694 673
€ We further present a Body Shape-Guided Attention (BSGA) module into the network TransRelD [13] | ICCV2021 | 90.5 20.1 051 4.5 70.0 71.8
so as to enable the model to learn richer and more discriminative features. FSAM [15] CVPR2021 | - : 94.7 94.8 78.6 78.9
3DSL [2] CVPR2021 - - - - 79.9 1.2
- - PS [38] SPL2021 03.1 84.9 04.7 92.9 82.4 80.3
Motivation CAL [11] CVPR2022 | 929 872 |951 953 |814 817
ours w/o BSGA 04.2 85.7 94.9 93.7 83.5 81.7
ours 94.4 88.2 94.9 04.4 84.5 84.3

VC-Clothes

SC CC method ref top-1 top-5 top-10
top-1 mAP|top-1 mAP e _resnext [18] [CVPR2018 167 255 312
HACNN [27] |CVPR2018 |82.5 - |21.8 - gepet[18] CVPR2018 182 252 306
PCB [41] ECCV2018 [{99.8 97.0|41.8 38.7 PCB [41] ECCV2018 169 256 30.6
IANet [16] CVPR2019 [{99.4 98.3|46.3 45.9 MGN [44] ACM MM2018!18.8 28.8 33.0

TransRelID [13][ICCV2021 |97.3 95.9|47.1 49.3
SPT+ASE [54] [TPAMI2019|642 - |34.4 - TransRelD [13]|{ICCV2021 21.2 324 37.6

method ref

GL-RelD [21] |CVPR2022 [80.0 - [333 - P> 138] SPL2021 18.8 352 45.5
RCSANet [19] [[CCV2021 | 100 97.2|50.2 48.6 LSD (531 IVC2021 164 27.9 348
3DSL [2] CVPR2021 | - - |513 - baseline 20.6 29.1 33.3
FSAM[15] |CVPR2021 (988 - |54.5 -  baseline+BSGA 22.1 309 367
@ The visualizations of the activation maps learned by ResNet-50 in (b), our CRE PS [38] SPL2021  99.2 96.6|61.1 223 baseline+CRE 23.0 33.6 40.0
. . . . CAL [11] CVPR2022 | 100 99.8|55.2 55.8
module in (c) and our both CRE and BSGA modules in (d). (a) shows six original e Ay eR DET|E0 T TeE NKUP

images of two persons. We can see that (b) always highlights some clothes-relevant ours 99.6 97.3|61.8 58.7
features, (c) highlights head and limbs but occasionally some background noise,
while (d) highlights more discriminative features, e.g., face, and body shape.
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The structure of the Clothes-Relevant information Erasure (CRE) module.
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Visualization of the original images and learned attention maps.
ResNet50 @ : Concat ..
staget.2 Body Shape-Guided Attention module (BSGA) @ : Hadamard product ConCI USion
lllustration of our framework. €® We erase the clothes-relevant information from the original images so that the
................................................................................................................................. model can adaptively explore clothes-irrelevant cues.
€® We further utilize the body shape mask to guide the learning of the attention map,
anchor anchor which makes the model focus on richer and more discriminative features.
® ® € Thorough experiments on three clothes-changing re-ID benchmarks demonstrate the
" push ol push performance advantages of our method.
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Two triplet mining methods. (a) is Batch Hard mining. (b) is the Batch Cross-clothes
mining we propose Iin this paper.
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