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Introduction

uWe propose a Clothes-Relevant information Erasure (CRE) module to erase the 
clothes relevant information on the original images and put the generated images 
into the network for training so that the model can learn more biological features 
which are clothes-irrelevant.

uWe further present a Body Shape-Guided Attention (BSGA) module into the network 
so as to enable the model to learn richer and more discriminative features.

Motivation

uThe visualizations of the activation maps learned by ResNet-50 in (b), our CRE 
module in (c) and our both CRE and BSGA modules in (d). (a) shows six original 
images of two persons. We can see that (b) always highlights some clothes-relevant 
features, (c) highlights head and limbs but occasionally some background noise, 
while (d) highlights more discriminative features, e.g., face, and body shape.
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The structure of the Clothes-Relevant information Erasure (CRE) module.
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Body Shape-Guided Attention module (BSGA)
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 Illustration of our framework.
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Two triplet mining methods. (a) is Batch Hard mining.  (b) is the Batch Cross-clothes 
mining we propose in this paper. 
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The visualization of heat maps on PRCC (right) and VC-Clothes (left).

Visualization of the original images and learned attention maps.

Conclusion

uWe erase the clothes-relevant information from the original images so that the 
model can adaptively explore clothes-irrelevant cues. 

uWe further utilize the body shape mask to guide the learning of the attention map, 
which makes the model focus on richer and more discriminative features. 

uThorough experiments on three clothes-changing re-ID benchmarks demonstrate the 
performance advantages of our method.
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