
HSU ET AL.: SCANNERNET 1

ScannerNet: A Deep Network for
Scanner-Quality Document Images under
Complex Illumination

Chih-Jou Hsu1

sophia@cmlab.csie.ntu.edu.tw

Yu-Ting Wu2

yutingwu@mail.ntpu.edu.tw

Ming-Sui Lee1

mslee@csie.ntu.edu.tw

Yung-Yu Chuang1

cyy@csie.ntu.edu.tw

1 National Taiwan University, Taipei, Tai-
wan

2 National Taipei University, New Taipei
City, Taiwan

Abstract

Document images captured by smartphones and digital cameras are often subject to
photometric distortions, including shadows, non-uniform shading, and color shift due
to the imperfect white balance of sensors. Readers are confused by an indistinguish-
able background and content, which significantly reduces legibility and visual quality.
Despite the fact that real photographs often contain a mixture of these distortions, the
majority of existing approaches to document illumination correction concentrate on only
a small subset of these distortions. This paper presents ScannerNet, a comprehensive
method that can eliminate complex photometric distortions using deep learning. In or-
der to exploit the different characteristics of shadow and shading, our model consists of
a sub-network for shadow removal followed by a sub-network for shading correction.
To train our model, we also devise a data synthesis method to efficiently construct a
large-scale document dataset with a great deal of variation. Our extensive experiments
demonstrate that our method significantly enhances visual quality by removing shadows
and shading, preserving figure colors, and improving legibility.

1 Introduction
A rapid improvement in mobile phones and their built-in cameras has made the process of
digitizing documents much easier than in the past. Rather than relying on bulky equipment
such as scanners, people can take photos of documents with their mobile phones in order to
obtain digital copies. The visual quality of document images captured by phone cameras,
despite the advantage of ready accessibility and ease of manipulation, is usually inferior to
images captured by scanners due to uncontrolled lighting conditions during the photograph-
ing process. The captured document images may be affected by dark shadows caused by
the occlusion of key lights, uneven shading due to uneven ambient illumination, and surface
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Figure 1: Photometric distortion correction. Our method is effective for correcting com-
plex photometric distortions in document images. The top row shows the images captured
by cameras, and the bottom row shows the enhanced images produced using the proposed
method, which corrects shadows, shading, and color shift simultaneously.

normal disturbances due to paper bends or folds, or an overall color shift due to the camera’s
insufficient white balance.

In addition to affecting the documents’ visual quality, photometric distortion also reduces
their legibility and impairs the quality of subsequent processes, such as content analysis or
optical character recognition (OCR). The top row of Figure 1 gives examples of document
images captured by real cameras. There are often multiple photometric distortions in each
image, including shadows, non-uniform shading, and color shifts. Most methods only focus
on addressing one type of distortion, such as removing shadows [1, 12, 13, 17] or correct-
ing non-smooth shading due to paper folds and bends [16, 19, 24]. Addressing only one
distortion may result in a suboptimal solution. If shadows are removed without considering
shading, the background color may be inaccurately estimated and residual shadows remain;
if shading is corrected without removing shadows first, the shading map may be misjudged.

Our goal is to obtain document images with scanner quality by correcting photometric
distortions. We observe that shadows and shading exhibit different characteristics. Shad-
ows tend to produce clear silhouettes and transitions, while shading is often characterized by
smoother transitions and color shifts. Thus, we propose ScannerNet, a two-stage network
that removes shadows and corrects shading at different stages. In order to provide supervi-
sory signals, we propose a flexible and effective scheme for synthesizing triplets of training
images. Experiments demonstrate that, despite being trained with synthetic images, the
learned model generalizes very well to real-world images. Our main contributions include:

• We design a fast, flexible, and effective data synthesis process for generating synthetic
training data. This process has a low computational cost and can be controlled easily in
terms of the types and variations of the photometric distortions produced. Therefore,
it is much easier to enrich the dataset with a wide variety of illumination distortions.

• With the help of synthetic data, we propose a lightweight and effective deep network
for removing shadows, uneven shading, and overall color shift on document images.

• Experiments show that our method produces scanner-quality document images with
improved shadows and shading removal performance, color preservation of figures,
and improved perceptual quality and readability in terms of OCR.
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2 Related Work

Document shading rectification. Many algorithms focus on removing the shading of the
spine region of a scanned book [15, 19, 23, 25, 26]. In order to reconstruct the surface
geometry and its illumination, one common strategy is to use the idea of shape from shad-
ing [23, 25, 26]. Because these methods rely on the prior geometry setting between a scanner
and a book, they cannot be applied to camera-based document images. Other methods, such
as Lee et al. [15], detect foreground objects by fusing multiple edge maps and computing a
shading map by interpolating background colors. Meng et al. [19] define a convex hull based
on the background color and use it to estimate shading of the document.

Some methods aim to correct the shading of documents due to paper deformation [3, 4,
14, 16, 24, 31]. Using a watershed transform, Fan [9] corrects the uneven shading and color
shift in digitized books by segmenting background regions. Zhang et al. [32, 33] correct
the illumination for camera-based document images using the notion of intrinsic image. The
performance of their method is dependent on the accuracy of the inpainting mask derived
from edge detection and morphological operators.

Recently, data-driven approaches [6, 7, 16] have been explored to enhance document im-
ages. Both Li et al. [16] and Das et al. [6] address the problem of geometric and illumination
correction of document images. Their methods first estimate the 3D distortion or shape by
means of a neural network in order to rectify the geometry of documents. A second network
is then used to correct the illumination. Focusing on illumination correction, Das et al. [7]
estimate per-pixel white-balance kernels and remove shading using intrinsic decomposition.
Due to the fact that their shading synthesis processes do not take into account occluders,
these methods are less effective for documents containing dark shadow boundaries.
Document shadow removal. Some approaches can remove the dark shadows of document
images. Jung et al. [12] construct a topographic surface using pixel luminance and estimate
the shading artifacts on the documents by simulating the immersion process using diffusion
equations. Their method tends to produce results with an overall color shift. Kligler et
al. [13] represent image pixels as a 3D point cloud and proposed a visibility test algorithm for
detecting shadows and stains in document images. The generated visibility map can improve
the results of other algorithms, including document binarization and shadow removal. There
are, however, often residual shadow edges observed in their results. Bako et al. [1] estimate
the shadow map of a document image by computing the ratio of local and global background
colors. The shadow map is then applied to the original document for removing shadows. To
improve the robustness of background estimation, Lin et al. [17] recently proposed a data-
driven approach called BEDSR-Net. Their approach shows a significant improvement in
robustness over previous heuristic approaches; however, the proposed 3D shadow synthesis
process for training data creation is not only time-consuming but also limited in terms of
variation. We propose a simpler and more extendable procedure for generating synthetic
data that is effective for a wide range of shadows as compared with their work.
Document images with the scanner-quality. Data-driven methods have recently been pro-
posed to produce scanner-quality document images [2, 8]. In Bogdan et al.’s method [2], the
training set is constructed based on the results of a previous method [10] as the ground truth.
In order to prevent adding poor enhancements as ground truth, the authors had to manually
select images. In addition, the learned model would be limited by the capabilities of the
enhancement method used to create the ground truth. This problem can be addressed by our
data synthesis method.
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Figure 2: The proposed data synthesis process. Starting with some shadow maps created
using silhouette maps, large-scale soft maps, and Perlin shadow map, we transform shapes
and modulate colors in order to obtain a simulated shadow map Mshadow. We obtain the
shading map Mshading by following a similar procedure. A shadow-free image ISF can be
obtained by multiplying Mshading and a scanned image ISQ. By multiplying with Mshadow

and adding noise, we obtain a simulated image ISS with both shadow and shading.

3 Data synthesis
The training of deep networks requires sufficient data. Unfortunately, it is challenging for
our applications to collect an adequate number of image pairs, each of which contains two
images of the same document: the first is taken by a camera under complex lighting, and the
second is scanned with a scanner. It is very time-consuming to collect such image pairs and
introduce a wide variety of photometric distortions during the photographing process. It is
also difficult to align the captured and scanned images accurately. Thus, existing datasets of
real image pairs often contain only a small set of images with limited photometric distortions,
such as the datasets collected by Bako et al. (81 pairs) [1], Kligler et al. (300 pairs) [13] and
Jung et al. (87 pairs) [12], that only contain shadows.

A number of previous studies have demonstrated that photometric distortions of doc-
ument images can be effectively simulated using image synthesis [6, 16, 17]. They also
demonstrate that deep networks trained on synthetic data are capable of generalizing well
to real-world images. However, they use 3D rendering to synthesize images. Although the
synthesis can be more physically accurate, it is more time-consuming to synthesize and more
difficult to generate images with specific photometric distortions. In addition, they don’t of-
ten have complicated shadows and shading since it’s hard to set up 3D scenes. Inspired by
portrait shadow manipulation [34], we design a 2D image synthesis method for simulating
complex shadows, shading, and color shift. In comparison with 3D rendering, our process is
more flexible and efficient. The process is easier and more intuitive when it comes to gen-
erating specific photometric distortions, such as complex multi-cast shadows, soft shadows,
dark shadows, shading patterns, and color shifts.

3.1 Synthesis process
Figure 2 illustrates our synthesis process. We follow the idea of intrinsic images for data
synthesis. In the notion of intrinsic images, I = R× L, where I is the image, R is the re-
flectance map, and L is the lighting map. In this case, the scanned image ISQ (Figure 2(a))
can be treated as the reflectance map, since it is the image when the lighting is uniform, that
is, L = 1. As a result, we can model the photometrically distorted image as the product of the
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Figure 3: Two examples of our SSQD. In each example, the images from left to right are
the scanned image ISQ, the shading distribution map Mshading, the shadow-free image ISF ,
the shadow distribution map Mshadow, and the image with both shadows and shading ISS.

scanned image and the lighting distribution map. There are two types of lighting distribu-
tion maps, the shadow distribution map and the shading distribution map, which respectively
model the occlusion of key lights and other effects caused by non-uniform lighting.

As shown in Figure 2(b), there are three sources for simulating shadow maps: silhouette
maps, large-scale soft maps, and Perlin shadow maps. Similar to Zhang et al. [34], we use
silhouette masks to model the shapes of shadows cast by occluders. We collected 1,400
silhouette masks from the binary shape database [27], which consists of 70 shape categories.
Among them, 47 categories are used in synthesizing the training set, 8 categories are used
in the validation set, and 15 categories are used in the test set. In order to model large-scale
shadows, we manually synthesize several maps. In order to add more shadow variations, we
also use Perlin noise to generate Perlin shadow maps. Multi-cast shadows can be modeled
by using a shadow distribution map derived from a mixture of shadow maps. Each selected
shadow map is scaled and shifted randomly for adding more variations (Figure 2(d)). Also,
to simulate the softness of shadows, we use Gaussian filters with different scales to blur the
shadow maps. For modeling light’s color and color shift, the shadow distribution map is
modulated by a color sampled within a plausible range in the HSV space (Figure 2(e)). This
way, we obtain a shadow distribution map denoted by Mshadow in Figure 2.

For the shading distribution map, we begin with a smooth gradient map (Figure 2(c)).
Similarly, we randomly transform the map and modulate its color. With the generated shad-
ing distribution map Mshading, we multiply it with the scanned image ISQ in order to syn-
thesize a shadow-free image ISF . Afterward, we multiply ISF with the generated shadow
distribution map Mshadow, and optionally add noise (Figure 2(f)) to the generated image for
obtaining the image ISS with both shadows and shading (Figure 2(g)).

3.2 The SSQD dataset
We collected 1,014 scanned document images from the DSSE Layout Analysis Dataset [29],
PRIMA Layout Analysis dataset [5], DocUnet [18] and Li et al.’s dataset [16]. There is a
wide variety of documents contained in them, including papers, receipts, textbooks, notes,
and magazines. All of them are well-illuminated with clean and sharp content. Some of
them contain only texts, while others are grayscale.

Based on these scanned images, we generate 7,000 triplets for training our network,
1,000 for validation, and 2,000 for testing. We call our dataset Synthetic Scanner-Quality
Dataset (SSQD). Figure 3 gives two examples from our SSQD dataset. On the left is an
example with simple hard shadows obtained from a single silhouette. In the example on the
right, Perlin shadow masks are used to produce more complex shadows.

In comparison to the 3D rendering process [16, 17], our procedure is more efficient
and flexible. It takes Lin et al. [17] 11 days to synthesize around 8,000 images whereas
our process only takes 2 hours to synthesize 10,000 images. Controlling the lighting and
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Figure 4: The architecture of the proposed ScannerNet. It has two sub-networks, Deshad-
owNet and DeshadingNet, which respectively exploit characteristics of shadows and shading
effects for their removal.

occluders in 3D makes manipulating shadows and shading more difficult. Our 2D process
makes adding complex shadows and shading patterns easier and more intuitive. In Section 5,
it is demonstrated that the more diverse variations in the synthesized training dataset improve
the performance of deep neural networks.

4 ScannerNet
ScannerNet is designed to correct various types of photometric distortions in document im-
ages. Figure 4 illustrates its architecture. For exploiting shadows and shading separately, it
consists of two stages: The deshadow stage (DeshadowNet) first eliminates shadows with
sharper intensity changes, while the deshading stage (DeshadingNet) corrects shading and
color shifts that occur slowly. The model is more stable to train when the challenging prob-
lem is decomposed into two sub-problems and supervisory signals are provided to each of
them. Training ScannerNet requires N triplets of document images, {ISS

i , ISF
i , ISQ

i }N
i=1 where

ISS
i denotes the i-th image with both Shadows and Shading, ISF

i the corresponding Shadow-
Free image, and ISQ

i the corresponding Scanner-Quality image. Section 3 has described the
procedure for synthesizing these triplets.

4.1 DeshadowNet
DeshadowNet learns to eliminate shadows at the first stage. With an input image ISS

i , the
network predicts a shadow-free image ĨSF

i by minimizing the difference with the label ISF
i :

LDeshadow =
N

∑
i=1

∥∥∥ISF
i − ĨSF

i

∥∥∥
1
. (1)

Similar to BEDSR-Net [17], we use the attention mechanism to extract the long-range de-
pendencies within a document image in order to solve the shadow removal problem. Unlike
BEDSR-Net, which employs Grad-CAM [21] to extract the attention map, we apply the self-
attention mechanism proposed by CBAM [28]. Inspired by the MPRNet [30], which uses
self-attention to restore degraded images, we have designed our network with an encoder-
decoder architecture built with channel attention blocks (CABs) to refine features as they
propagate, and with convolutional layers at the head and tail of the network. Compared with
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BEDSR-Net, self-attention and CABs allow for a significantly smaller model size, making it
more suitable for mobile devices. As a result of the reduced model size, the training process
is also faster.

4.2 DeshadingNet
We use intrinsic decomposition to remove shading since the scanner-quality image is similar
to the document’s reflectance map, and the shading distribution serves as the lighting. Given
the estimated shadow-free image ĨSF

i as the input and the corresponding scanner-quality
image ISQ

i as the label, DeshadingNet simultaneously predicts the estimated scanner-quality
image ĨSQ

i and the estimated shading map M̃shading
i by minimizing the following loss,

LDeshading = LSQ +LReconst . (2)

The first term LSQ measures the difference between the estimated scanner-quality image ĨSQ
i

and the label ISQ
i ,

LSQ =
N

∑
i=1

∥∥∥ISQ
i − ĨSQ

i

∥∥∥
1
. (3)

The second term requires that the product of the estimated reflectance ĨSQ
i and lighting

M̃shading
i is equal to the input image ĨSF

i , that is

LReconst =
N

∑
i=1

∥∥∥ĨSF
i − ĨSQ

i × M̃Shading
i

∥∥∥
1
. (4)

We have built our deshading network on top of UNet [20]. However, as in previous research
[16], we encode the global information of shadow-free images by adding two down-sample
layers and concatenating the outputs with the encoder layers. The encoded global informa-
tion helps preserve content and improve visual quality. Details on the implementation and
hyperparameters are given in the supplementary materials.

5 Experiments
The proposed method is evaluated on real-world images in terms of shadow removal and
scanner quality. Additionally, we conduct experiments to investigate the performance gain
that can be achieved by using our SSQD dataset. We also report the OCR performance to
demonstrate that our method improves the legibility of the document in addition to visual
quality. In the supplementary materials, we present additional results, ablation studies, and
limitations.
Shadow removal. We first compare our DeshadowNet with document shadow removal
methods, Kligler [13], Jung [12], and BEDSR-Net [17] on real-world images. The BEDSR-
Net is a deep-learning-based method, while others are conventional methods. Since these
methods only remove shadows, we compare them with our DeshadowNet. The second to
fifth columns of Figure 5 demonstrate that our method has the best performance among
all competitors. Complicated multi-cast shadows are present in Figure 5(b)(c), and only
Jung [12] and DeshadowNet can handle them successfully. Figure 5(a) illustrates an exam-
ple with extremely dark shadows that can only be removed completely by our method.
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input Kligler Jung BEDSR-Net Ours
Deshadow BEDSR-Scan Ours

(a)

(b)
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Figure 5: Visual comparisons on real images. From the 2nd to 5th columns, we compare
the shadow removal results of Kligler [13], Jung [12], BEDSR-Net [17], and our Deshad-
owNet. For the last two columns, we compare the scanner-quality results of our method with
those of BEDSR-Net trained on our dataset (BEDSR-Scan).

The top section of Table 1 reports the quantitative comparisons of document deshadow
methods. The peak signal-to-noise ratio (PSNR) metric measures the error relative to the
ground truth signal, whereas the structural similarity index (SSIM) metric emphasizes the
structure of the image. Our method consistently achieves the 1st or 2nd highest PSNR and
SSIM scores across most datasets, demonstrating that our method not only has smaller errors
but also visually resembles the ground truth better. While BEDSR-Net achieves compara-
ble performance with our method, our DeshadowNet has a significantly smaller model size
(3.6M parameters) than theirs (19.8M) and is therefore more suitable for mobile devices.
The effectiveness of the SSQD dataset. One of our contributions is the data synthesis
procedure that enriches the training dataset’s variations. With the objective of studying the
effectiveness of the SSQD dataset with more variations, we trained the U-Net [20] and our
DeshadowNet using the SSQD dataset and the SDSRD dataset generated by 3D synthe-
sis [17]. In Table 1, the bottom section compares the performance of models trained on
different datasets. Across all test datasets, models trained using SSQD generally perform
significantly better than those trained using SDSRD. This shows that our SSQD dataset is
not only more effective but also agnostic to deep learning models.
Scanner quality. Only our method is capable of handling both deshadowing and deshad-
ing tasks for obtaining scanner-quality images. Despite its purpose of removing shadows,
Jung’s method [12] tends to produce bright, scanned-like images. According to Figure 5,
our method generates images with the highest visual quality similar to scanned images since
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Model Size Bako’s Dataset Jung’s Dataset Lin’s RDSRD Kligler’s Dataset Our SSQD
Methods PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

Input Shadow Image 28.45 0.974 20.35 0.885 21.73 0.809 19.31 0.843 18.93 0.692
Bako [1] 35.22 0.982 23.70 0.902 28.24 0.866 29.66 0.905 24.39 0.850
Jung [12] 13.88 0.806 28.49 0.911 14.45 0.705 19.21 0.872 14.66 0.768

BEDSR-Net [17] 19.8M 35.07 0.981 27.23 0.912 33.48 0.908 32.90 0.935 25.37 0.821
DeshadowNet (ours) 3.6M 35.86 0.981 26.39 0.914 33.00 0.905 31.92 0.932 32.09 0.908
U-Net [11] (SDSRD) 17.3M 32.44 0.979 25.66 0.910 30.10 0.893 30.15 0.929 26.82 0.867
U-Net [11] (SSQD) 17.3M 33.68 0.977 25.82 0.915 30.92 0.895 31.71 0.935 30.27 0.900

DeshadowNet (SDSRD) 3.6M 35.38 0.982 26.28 0.903 31.53 0.902 28.76 0.918 26.55 0.846
DeshadowNet (SSQD) 3.6M 35.86 0.981 26.34 0.914 33.00 0.905 31.92 0.932 32.09 0.908

Table 1: Quantitative comparisons of different datasets. The top portion of the table
compares our DeshadowNet with previous shadow removal methods [1, 12, 17]. In each
dataset, the best score is indicated in red bold, while the second best score is indicated in
blue. The bottom portion shows that training U-Net [11] and DeshadowNet on our SSQD
dataset can boost the models’ performance, owing to the richer shadow variations in SSQD.

it handles both shadows and shading. In addition to having more uniform lighting, our gen-
erated images also display cleaner and more vibrant content. As illustrated in Figure 5(c),
our method is capable of handling crumpled paper and color shifts well. In addition, our
method better preserves the colors of figures in Figure 5(a)(c)(d). For comparison, we also
train BEDSR-Net using our SSQD dataset and denote it as BEDSR-Scan. With the same
training data, our model outperforms BEDSR-Scan for fewer background residuals and bet-
ter color preservation, demonstrating that the proposed architecture is more effective. As an
alternative method of obtaining scanner-quality images, one can use our DeshadingNet to
remove shading from previous shadow removal methods [1, 12, 17]. Table 2 shows such
comparisons quantitatively using the testing set of our SSQD dataset. Our method achieves
the best SSIM and PSNR scores.

Method Bako et al. [1] Jung et al. [12] BEDSR-Net [17] BEDSR-Scan Ours
SSIM ↑ 0.86 0.91 0.83 0.93 0.93
PSNR ↑ 20.19 27.30 22.81 27.97 28.11

Table 2: Quantitative evaluation on scanner quality. In comparison with all other meth-
ods, our method yields the best SSIM and PSNR values.

OCR performance. In addition to improving the visual quality of the document, our method
also enhances its legibility. For validation, we use tesseract-OCR [22], an open-source
tool maintained by Google, to perform OCR on the enhanced images using the RDSRD
dataset [17]. Documents with little or no text are removed. For the remaining 384 images,
we calculate the edit distances and report the average distance for each method. Table 3 sum-
marizes the results. The proposed method achieves the best OCR performance. Note that
our method even outperforms the OCR results using the ground-truth non-shadow images in
RDSRD which has a distance of 808.9. This is due to the fact that our method also removes
shading, which further enhances OCR.

Method Input Bako et al. [1] Jung et al. [12] Kligler et al. [13] BEDSR-Net [17] Ours
Dist ↓ 2170.8 1026.3 821.3 1105.4 881.6 765.2

Table 3: OCR comparisons using the edit distance. The smaller the distance, the better
the legibility. We achieve the best OCR results with the images enhanced by our method.
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input Bako Jung Kligler BEDSR-Net Ours

Figure 6: One failure case of our method. The results of our method might still contain
residual color and shadow boundaries when the shadows are extremely dark. However, our
method still produces the most visually pleasing results compared to previous approaches.

Limitations. Figure 6 illustrates one failure case of our method. It is possible that the
results of our method will still contain residual color or shadow boundaries if the document
contains extremely dark shadows. Additionally, the model may have problems when there
are multiple shadow colors caused by light sources that are of different colors. It should
be noted, however, that our method still produces the most visually appealing results when
compared to previous methods.

6 Conclusion
This paper proposes ScannerNet, a comprehensive method for rectifying complex illumi-
nation distribution of document images using deep models. Our method consists of two
sub-networks to progressively remove shadows and shading. First, DeshadowNet creates
a uniformly lit intermediate image by removing shadows; then, DeshadingNet corrects the
residual shading and color shifts to produce a scanning-quality document image. We propose
a method of generating training data using mask composition in order to train our model with
a great deal of diversity. This synthesizing flow has a relatively low computational cost. As
a result, the dataset can be easily extended. Our experiments demonstrate that our method
is more effective at removing document shadows and correcting shading, thereby improving
visual quality in a significant way.
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