ScannerNet: A Deep Network for Scanner-Quality Document Images under
Complex Illumination
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Problem Description
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Document images captured by mobile devices are often subject to photometric distortions, including shadows,
non-uniform shading, and color shift due to the imperfect white balance of sensors, which significantly reduces

legibility and visual quality. C

iespite the fact that real photographs often contain a mixture of these distortions,

the majority of existing approaches to document illumination correction concentrate on only a small subset of

these distortions.

Proposed Method

The proposed data synthesis process.
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The proposed ScannerNet.
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synthesize distorted documents with photometric variation
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Synthesizing triplets containing a shadow map, a shaidng map, a document image
with shading, a document image with shadows and a scanner-quality document image.
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Poisson noise
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Two examples of our SSQD.

With the data synthesis process, we generate 7000

triplets for training our network, 1000 for validation,

and 2000 for testing. We call our dataset Synthetic
Scanner-Quality Dataset (SSQD).

Identity Loss: Providing grouth truth from synthesizing our shadow and shading maps.
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enhancing the shadow removal

ablitliy and reduce network size.

Quantitative Results

Evaluation for Shadow Removal on Real Images
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Two stage design: exploit the shadows and shading respectively.

Model Size Bako’s Dataset Jung’s Dataset Lin’s RDSRD  Kligler’s Dataset Our SSQD
Methods PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
Input Shadow Image 2845 0974 2035 0885 21.73 0.809 1931 0.843 1893 0.692
Bako [] 3522 0982 2370 0902 2824 0866 29.66 0.905 2439 0.850
Jung [H] 13.88 0.806 28.49 0911 1445 0.705 19.21 0.872 14.66 0.768
BEDSR-Net [] 19.8M 3507 0981 2723 0912 3348 0908 3290 0935 2537 0.821
DeshadowNet (ours) 3.6M 3586 0981 2639 0914 3300 0905 3192 0932 32.09 0.908
U-Net [B] (SDSRD) 17.3M 3244 0979 2566 0910 30.10 0.893 30.15 0929 26.82 0.867
U-Net [B] (SSQD) 17.3M 3368 0977 2582 0915 3092 089 3171 0935 3027 0900
DeshadowNet (SDSRD) 3.6M 3538 0982 2628 0903 3153 0902 28.76 0918 26.55 0.846
DeshadowNet (SSQD) 3.6M 3586 0981 2634 0914 33.00 0905 3192 0932 32.09 0.908

Qualitative Results
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Evaluation for Scanner Quality on Synthetic Images

Method SSIMT PSNR T
Bako et al. [1] 0.86 20.19
Jung et al. [10] 0.91 27.3
Lietal [17] 0.37 13.24
L1 et al. trained on SSQD 0.33 14.08
BEDSR-Net [ %] 0.83 22.81
BEDSR-Net trained on SSQD 0.93 27.97
Ours 0.93 28.11

We compare our methods with previous approaches.

First, we compare the shadow removal results of Kligler, Jung,
BEDSR-Net, and our DeshadowNet.

Second, we compare the scanner-quality results of our meth-
od with those of BEDSR-Net trained on our dataset (BEDSR-
Scan).

e (a) illustrates an example with extremely dark shadows
that can only be removed completely by our method.

e Complicated multi-cast shadows are present in (b), and
only Jung and DeshadowNet can handle them successfully.

¢ Our method better preserves the colors of figures in (a)(c).




