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In this document, we first provide the implementation details and hyperparameters in
Section 1. Next, we present ablation studies for model design and dataset synthesis in Sec-
tion 2. After that, we provide image comparisons of models trained with SDSRD [8] and
our SSQD dataset in Section 3. Finally, Section 4 showcases more results and provides
discussions.

1 Implementation details

For training the model, we use Adam optimizer [5] and set the parameters β for controlling
the decay rates to (0.5, 0.999). The learning rate is set to 1×10−4. The batch size is 4, and
training runs 400 epochs. All images are resized to 256×256 using bicubic interpolation for
training.

1.1 Architecture details of DeshadowNet

Our deshadow model is adapted from a sub-module of MPRNet [9], which employs an
encoder-decoder architecture with channel attention mechanism. We denote the convolu-
tional block with channel attention mechanism as Channel Attention Block (CAB). A CAB
comprises a channel attention layer and two convolutional layers. The channel attention layer
consists of an average pooling layer that helps to aggregate channel information of a feature
map, followed by two convolutional layers and a sigmoid layer. The channel attention layer
outputs an attention map that can refine features in the CAB. We use three CABs at every
encoder-decoder level, with downsampling and upsampling layer in-between. There are skip
connections between the encoder and decoder levels.
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Figure 1: The network architecture of our DeshadowNet.

2 Ablation study

2.1 Network architecture

To validate the two-stage design, we train our model without two stages and remove the
supervisory signals in the middle. We found that two stage design is more stable than single
stage architecture. Figure 2 demonstrates the results of some real-world examples using our
method with different network architecture designs. Although the DeshadowNet can remove
shadows, unwanted shading effects remain in its results. Training our network as a one-stage
monolithic network without the intermediate supervisory signal cannot generate satisfactory
results. The two-stage design exploits the characteristics of shadows and shading separately,
effectively reducing the interference between them. It validates the necessity of the two-stage
design.

We also perform a quantitative evaluation using synthetic input images with ground truth.
Although synthetic images give our method unfair advantages, it is fair to use them for
ablation study. Table 1 further confirms the effectiveness of the two-stage design. We also
validate the necessity of the components in the data synthesis process.

Method SSIM ↑ PSNR ↑ RMSE ↓
single stage 0.87 25.65 19.43

ours 0.93 28.11 11.35

Table 1: Ablation study on model components.

2.2 Variations in training data

To look into the effects of different shadow variations in our synthesis process, we test dif-
ferent image synthesis settings. There are three sets. Set1 only contains small cast shadows,
while Set2 adds large cast shadows. Set3 includes more shadow variations and color shifts by
adding color modulation and noise. These datasets are used to train a simple ResNet-based
generator for removing shadows.
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input DeshadowNet one-stage two-stage

Figure 2: Ablation study using one-stage and two-stage models. The two-stage model can
handles photometric correction better than the single-stage model, especially for cases with
color figures and complex backgrounds.

Figure 3 shows estimated shadow-free images using the models trained on different
datasets. We found that more shadow variations in the synthesized shadows lead to better
shadow removal results, while they could degrade background color prediction performance.
Simpler shadow masks could alleviate color shift a bit but at the expense of worse shadow
removal. In our application, shadow removal is more important, and the background color
has to be adjusted for better white balance eventually. Thus, more shadow variations lead to
more visually pleasing results.

3 Dataset

3.1 Dataset comparison

Figure 4 shows the results of BEDSR-Net [8] and our DeshadowNet trained with SDSRD [8]
and our SSQD. The top row is for BEDSR-Net, while the bottom for DeshadowNet. Owing
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input Set1 Set2 Set3

Figure 3: Ablation study on data synthesis. It is essential to include a variety of variations
in the dataset. Set1 only contains small shadows. Set2 adds large shadows. Set3 contains all
variations in our synthesis process.

to the richer shadow variations in SSQD, the models trained with SSQD significantly out-
perform those trained with SDSRD for shadow removal. It also shows that our dataset is
agnostic to deep models.

3.2 Links to data materials
We provide links to the images used in the synthesis process in this section. For scanned
images, we use DSSE Layout Analysis Dataset , PRIMA Layout Analysis Dataset, DocUNet
and Li et al.’s Dataset. For silhouette masks used to generate shadow maps, we collected
1,400 silhouette masks from the Binary Shape Database.

4 Results.

4.1 Comparison with shading rectification methods.
Some recent data-driven approaches aim to correct illumination for document images [2, 3,
7]. However, they only deal with shading and do not consider shadows cast by occluders.
Figure 5 compares with some of them. With the help of the encoded global information, our
method removes shadows and shading more successfully with better content color preserva-
tion.
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Figure 4: Qualitative comparison of the SDSRD dataset [8] using 3D synthesis and our
SSQD dataset with 2D synthesis for shadow removal. The models trained with our SSQD
dataset obtains superior shadow removal results compared to those trained with SDSRD,
owing to the richer shadow variations offered by 2D synthesis.

input Li et al. [7] ours

input Das et al. [3] ours

Figure 5: Qualitative comparisons with previous data-driven methods for illumination cor-
rection [3, 7]. Our method can remove dark shadows better than previous methods while
preserving the content and colors.
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4.2 More results
Figure 6 shows more results and comparisons with previous methods: Bako [1], Jung [4],
Kligler [6], BEDSR-Net [8] and BEDSR-Scan, BEDSR-Net trained with our Synthetic
Scanner-Quality Dataset (SSQD). The test cases contain various document and shadow
types, including documents with (a) complex background, (b) large shadows, (c) complex
figures, (d) dark shadows, and (e) (f) (g) multi-cast shadows. Conventional methods of-
ten have difficulties with removing shadows completely. Jung performs better than Bako
and Klinger, but still suffers from residual shadows due to dark shadows in Figure 6(d).
Deep-learning-based methods such as BEDSR-Net generally perform a better job on shadow
removal than conventional methods. With the help of SSQD, BEDSR-Scan outperforms
BEDSR-Net, showing the effectiveness of the SSQD dataset. In all cases, our method
demonstrates the best performance among all competitors. Compared to BEDSR-Scan, our
model removes shadows more completely (Figure 6(a)) and preserves the document contents
better, particularly figures (Figure 6(c)) and color (Figure 6(e)).

4.3 Execution time
The average inference rates over 5 runs for our model and BEDSR-Net on the same machine
are 50.5 and 60.4 images per second, respectively.
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Figure 6: Qualitative comparisons with previous methods on various shadow and document
types: (a) complex background, (b) large shadows, (c) complex figures, (d) dark shadows,
(e) (f) (g) multi-cast shadows with various document types.
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