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• Current high-end mobile devices are usually embedded
with three lenses of different fields of view, so it is
easy to capture three images at a single shot.

• Conventional reference-based image super-resolution
(RefSR) methods can only work on one reference
image, and most of them are time and storage
consuming.

• We explore the feasibility of improving the SR
performance by taking advantages of the dual-lens
reference images of different resolution levels, i.e., IR-
Ref and HR-Ref.

• We newly construct seven datasets for evaluation,
including a real dataset captured by multi-lens in a
phone and six additional datasets that are simulated
based on publicly available SR datasets.

• We proposed a base model that outperformed the
state-of-the-art RefSR methods (e.g., TTSR and SRNTT)
and an enhanced model to further boost the
performance by considering the relationship between
the dual-lens references.

• Base model. Shared feature extractors (green bubbles) extract features
from the source image and the dual-lens references (HR-Ref and IR-
Ref). IR-Ref↓↑ and HR-Ref↓↑ share the same resolution level with the
source image, and are used for estimating the patch-wise similarities
between the source image and the dual-lens references. Relevant
features from IR-Ref and HR-Ref are embedded into the SR network
based on the similarities.

• Enhanced model. The feature extractor is the same as the base
model, while the feature assemble modules perform the assembling
operations progressively and bottom-up. Such a progressive fashion
integrates the advantages of the dual-lens references.
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