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How aggregate information within a window in a time-efficient way?

Replacing large convolutional kernels with multiple small ones to 

obtain the equivalent receptive field without increasing the 

computational complexity.

Utilizing locally-enhanced inverted residual blocks (Locally-

Enhanced IRB) instead of multi-layer perceptron (MLP) to learn 

local representations.

Replacing layer normalization with batch normalization to improve 

the inference speed without compromising performance.

Previous works

Existing problem

Proposed solutions

Model

Stacking locally-enhanced inverted residual blocks to make each 

patch fully encode information with other patches.

The unfold operation extracts patches from 

different windows at the corresponding 

locations. The fold operation restores all 

patches to the complete feature map 

according to their original positions.
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Classification

Object detection and semantic segmentation

Qualitative results in downstream tasks

Vision Transformer’s (ViT)[1] computational complexity is quadratic 

to feature size, which makes it unsuitable for processing high-

resolution images or hierarchical representations. Here, the feature 

map contains ℎ × 𝑤 patches, and 𝐶 is the attention dimension. 

Ω MSA = 4ℎ𝑤𝐶2 + 2(ℎ𝑤)2𝐶

MobileViT[2] applies cross-window multi-headed self-attention 

(CW-MSA) to constrain the attention region. However, convolution 

with large kernels for aggregating local information also leads to 

too much computation cost. Here,𝑀 is the window size.

Ω CW_MSA = 4ℎ𝑤𝐶2 + 2𝑁 ℎ𝑤 𝐶
𝑁 = ℎ𝑤/𝑀2

(a) Comparison with ViTs on ImageNet-1K validation 

set. Throughput is measured on an RTX8000 GPU. 

(d) Semantic segmentation results 

w/ DeepLabV3 on the VOC 2012 

validation set.

(b) LcT consistently outperforms 

the state-of-the-art models.

(c) Object detection results w/ SSDlite on MS 

COCO 2017 dataset.

(e) Qualitative results on the MS COCO 2017 validation set.

(f) Qualitative results on the VOC 2012 validation set.


