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Experiments

Power of Deformations
Pipeline

Ablations

The input shape is represented as a feature field over the a tetrahedral grid. The shape is 
encoded into a latent vector Z, which is decoded back into a feature field from which an output 
shape may be extracted. Two discriminators operating at the global and per-tetrahedron level 
learn to classify a sampled feature field as real or fake. 

Synthesis of Solid Interiors

Deformation-based Laplacian Smoothing

In order to achieve smoother 
results, we apply Laplacian 
smoothing weighted by cosines 
between network-predicted 
deformations. We observe this 
weighting achieves sharper fine 
features than standard 
Laplacian smoothing with 
cotangent weights.

Motivation

3D object generation is heavily studied in the intersection of graphics and vision. However, there is no 
one best representation for 3D objects. While numerous generative models have been proposed for 
point clouds, voxel grids, implicit fields, etc.,  there are no generative models for volumetric meshes. 
We propose TetGAN, a neural architecture capable of generating high-quality tetrahedral meshes 
without an expensive mesh extraction process (e.g. marching cubes, tetrahedralization). The predicted 
meshes are usable in down-stream tasks such as physical simulations.

Tetrahedral Grid

To represent 3D shapes, we place input 
meshes into a Tetrahedral Grid, where 
features are defined over each 
tetrahedron. Specifically, each tetrahedron 
is associated with a 4-vector: 1 bit for 
occupancy (inside/outside the surface) 
and a 3-dimensional deformation vector 
pointing to the closest point to the surface 
from the tetrahedron.
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Deforming the vertices of 
each tetrahedron enables 
the tetrahedral grid to 
represent shapes with far 
fewer tetrahedra. Here, 3013 
voxels, 1613 tetrahedra, and 
413 deformed tetrahedra 
represent the GT shape with 
the same fit accuracy..

Convolution & Down/Up-sampling
Observation: Each 
tetrahedron has 4 
neighbors

Observation: Tetrahedra 
may be subdivided into 8

TetGAN uses operators defined using key properties of tetrahedra:

Convolution: To define a convolution, we simply operate over the fixed-sized immediate 
neighborhood of each tetrahedron.
Down/up-sampling: To define down/upsampling, we observe that any tetrahedron may be 
divided into 8 sub-tetrahedra. By iterative subdivision starting from a low-resolution grid with 
large tetrahedra, we may construct higher-resolution grids such that groups of 8 tetrahedra 
may be aggregated into one super-tetrahedron.

TetGAN generates meshes with solid interiors, allowing them to be easily used in simulations
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TetGAN demonstrates mesh 
editing capabilities through 
latent arithmetic. The boxed 
feature in the purple 
background indicates the 
desired insertion feature. We 
subtract the mesh in the 
yellow background to isolate 
the purple feature. Then, we 
add this encoding to the red 
base mesh, which gives the 
green result.


