
Boosting Adversarial Robustness From The 
Perspective of Effective Margin Regularization 

Motivation

(a) The scale-variant property of cross-entropy loss. The loss can be 
reduced while keeping the actual margin the same.
(b) The adversarial attack is not variant to the scaling.
(c) Only training with cross-entropy loss does not effectively increase the 
actual margin and improves adversarial robustness

We propose to use the effective margin regularization (EMR) to control the 
effective margin during training. Difference from weight decay, the EMR 
regularization is dependent on input and controls the gradient norm of each 
local neural network.

Proposed Method

Can weight decay come to rescue?

In both standard and adversarial training, increasing weight decay does not 
always lead to improved adversarial robustness. There are two major problems 
with weight decay:

• Uniform regularization for all parameters

• Does not consider local structures

Experiment Result

We use WideResNet-34-10 as the backbone for the experiment and test 
the performance on CIFAR10. The adversarial attack is 𝑙! bounded with an 
epsilon of 8/255.

Main Algorithm
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Computation: For a neural network without batch normalization, the 
samples in a batch are independent. Thus, we can take the gradient of logits 
∑" 𝑙"# with respect to input tensor and get the gradient for 𝑗th class. 

The previous table shows the effectiveness of EMR. 

Approximation of EMR in large-scale models 
(with batch norm) 

Define 𝒍" as the logit vector for the 𝑖th sample, and ℎ" = ∑# 𝑝"#𝑙"#(𝒙") as the 
weighted logit mean, where ∑# 𝑝"# = 1 is a constant weight vector in a (K − 
1)-dim simplex. The gradient of ℎ" with respect to 𝒙" is ∇$ℎ" = ∑# 𝑝"#𝑤"

(#)

and its squared l2 norm is 

We set the 𝑝 as the output of a softmax function with input logit 𝑙 divided by 
a temperature parameter, which controls the penalty on logits.


