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1 Dataset Details

We experiment with four smile datasets. We provide dataset statistics in Table 1 and describe
them below:

Dataset Number of Videos Number of Subjects
Genuine Posed Genuine Posed

UvA-NEMO 597 643 357 368
BBC 10 10 10 10
MMI 138 49 9 25
SPOS 66 14 7 7

Table 1: Statistics of smile datasets.

(a) UvA-NEMO dataset[2]. This dataset contains 597 spontaneous and 643 posed smile
videos from 357 and 368 participants, respectively. It is recorded in resolution 1920×1080
at 50 frames per second. There are 400 participants distributed into 185 females and 215
males. Among them, there are 251 adults and 149 young people.
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(b) BBC dataset. This dataset has 20 videos, divided into 10 posed and 10 spontaneous
from 20 different subjects distributed in 6 females and 14 males. The videos are recorded in
resolution 314×286 with 25 FPS.
(c) MMI facial expression dataset[4]. It contains spontaneous and posed facial expressions.
Similar to [1, 6], we use 138 spontaneous and 49 posed smile videos. The spontaneous
smile part is recorded in resolution 640×480 and at 29 FPS, and the posed smile videos are
recorded in 720×576 pixels at 25 FPS.
(d) SPOS dataset [3]. There are two types of image sequences, gray and near-infrared se-
quences and all the images are in 640×480 pixels with 25 FPS. There are in total 80 smiles,
66 spontaneous, and 14 deliberate smiles.

2 Detailed Architecture
Figure 1 shows details of relativity and trajectory network of our proposed MeshSmileNet
framework. Here, for the Relativity network, we employ CurveNet blocks, and it consists
of LPFA (Local Point-Feature Aggregation) blocks and four CIC (Curve Intervention Con-
volution) blocks, and one Conv1d layer. In LPFA blocks, we follow the default parameters
in [5] but set the maximum number of neighborhoods to 20. In the four CIC blocks, k start-
ing points are selected via top-k selection to create curves by a learnable walk policy for
aggregation, where 100 curves with a length of 5 is used. The distance between two nearby
points in the curve is 0.08−0.08−0.08−0.16, respectively. After the CIC blocks, we apply
1D convolution with a kernel size of 1. Then the learned feature representation propagates
through the Trajectory network. The trajectory network has two transformer blocks, where
1st transformer consisting of six encoder blocks puts self-attention in the spatial domain, and
the 2nd transformer with three encoder blocks puts self-attention in the time domain. Both
transformer blocks use a dimension size of 256 with a dropout of 0.1. For the multi-head-
attention, we use 4 heads.

LPFA

CIC

Input(xyz)

Conv 

CIC
CIC

CIC

Relativity network

FF

Addition

LN 

Attention

Input

Addition

LN 

Positional

Encoding

x 6

Spatial Attention

FF

Addition

LN 

Attention

Input

Addition

LN 

Positional

Encoding

x 3

Time Attention

Trajectory network

Figure 1: The detailed architecture of our proposed method: Relativity Network consists of
one CurveNet block, and Trajectory Network consists of two transformer blocks with six and
three encoder blocks, respectively. Here, LPFA = Local Point-Feature Aggregation, CIC =
Curve Intervention Convolution, LN = Layer Normalization, FF = Feed Forward
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[1] Hamdi Dibeklioğlu, Albert Ali Salah, and Theo Gevers. Are you really smiling at me?

spontaneous versus posed enjoyment smiles. In European Conference on Computer
Vision, pages 525–538. Springer, 2012.
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