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In the supplementary material, we first give additional experiment results on Val-COCO,
Test-COCO [7], and CARPK [3] in Section 1; then we show the qualitative visualisation of
CounTR’s results on the FSC-147 dataset in Section 2; and introduce the annotation error of
7171.jpg in the FSC-147 test set in Section 3.

1 Additional Experiments

In this section, we further evaluate the model on several other datasets: Val-COCO, Test-
COCO, and CARPK.

Val-COCO Test-COCO
MAE RMSE MAE RMSE

Methods Year Method

Faster-RCNN [9] NIPS2015 Detection 52.79 172.46 36.20 79.59
RetinaNet [4] ICCV2017 Detection 63.57 174.36 52.67 85.86
Mask-RCNN [2] ICCV2017 Detection 52.51 172.21 35.56 80.00
FamNet [7] CVPR2021 Regression 39.82 108.13 22.76 45.92

CounTR (ours) 2022 Regression 24.66 83.84 10.89 31.11

Table 1. Comparison with state-of-the-art on the FSC-147 subsets.

Val-COCO and Test-COCO. Val-COCO and Test-COCO [7] are FSC-147 subsets col-
lected from COCO, and they are often used as evaluation benchmarks for detection-based
object counting models. Here we compare our CounTR model with several counting models
based on detection, including: Faster-RCNN [9], RetinaNet [4], and Mask-RCNN [2]. As
shown in Table 1, our model has a huge improvement even compared to the best-performing
Mask-RCNN [2], halving its error on both Val-COCO and Test-COCO. We also compared
our model with the few-shot counting SOTA method FamNet [7], and our model outper-

© 2022. The copyright of this document resides with its authors.
It may be distributed unchanged freely in print or electronic forms.


Citation
Citation
{Ranjan, Sharma, Nguyen, and Hoai} 2021

Citation
Citation
{Hsieh, Lin, and Hsu} 2017

Citation
Citation
{Ren, He, Girshick, and Sun} 2015

Citation
Citation
{Lin, Goyal, Girshick, He, and Doll{á}r} 2017

Citation
Citation
{He, Gkioxari, Doll{á}r, and Girshick} 2017

Citation
Citation
{Ranjan, Sharma, Nguyen, and Hoai} 2021

Citation
Citation
{Ranjan, Sharma, Nguyen, and Hoai} 2021

Citation
Citation
{Ren, He, Girshick, and Sun} 2015

Citation
Citation
{Lin, Goyal, Girshick, He, and Doll{á}r} 2017

Citation
Citation
{He, Gkioxari, Doll{á}r, and Girshick} 2017

Citation
Citation
{He, Gkioxari, Doll{á}r, and Girshick} 2017

Citation
Citation
{Ranjan, Sharma, Nguyen, and Hoai} 2021


2 LIU, ET. AL.: SUPPLEMENTARY MATERIAL

forms it significantly (15.16 MAE and 24.29 RMSE on Val-COCO and 11.87 MAE and
14.81 RMSE on Test-COCO), which demonstrates the superiority of our model.

CARPK. CARPK [3] is a class-specific car counting benchmark with 1448 images of
parking lots from a bird’s view. We also fine-tuned our model on the CARPK train set
and test on it with Non-Maximum Suppression (NMS). We compared our CounTR model
with several detection-based object counting models and regression-based few-shot count-
ing models. As shown in Table 2, even compared with the existing class-specific counting
models, i.e., the models that can only count cars, our CounTR still shows comparable per-
formance.

Methods Year Method Type CA&

MAE RMSE
YOLO [8] CVPR2016 Detection Generic 48.89 57.55
Faster-RCNN [9] NIPS2015 Detection Generic 47.45 57.39
S-RPN [3] ICCV2017 Detection Generic 24.32 37.62
RetinaNet [4] ICCV2017 Detection Generic 16.62 22.30
LPN [3] ICCV2017 Detection Generic 23.80 36.79
One Look [6] ECCV2016 Detection Specific 59.46 66.84

TIEP Count [11] TIP2018 Detection Specific 51.83 -

PDEM [1] CVPR2019 Detection Specific 6.77 8.52
GMN [5] CVPR2021 Regression Generic 7.48 9.90
FamNet [7] CVPR2021 Regression Generic 18.19 33.66
BMNet+ [10] CVPR2022 Regression Generic 5.76 7.83
CounTR (ours) 2022 Regression  Generic 5.75 7.45

Table 2. Comparison with state-of-the-art on the CARPK dataset.

2 Qualitative Results

We show qualitative results from our few-shot counting setting in Figure 2. As we can
see from the first five images from FSC-147, our model can easily count the objects’ num-
bers and locate their position. In the last image, the model mistakenly chose the smallest
self-similarity unit of the spectacle lenses instead of the sunglasses for counting due to the
ambiguity of the bounding boxes, which can be corrected by test-time normalisation.

Pred:40, GT: 40 Pred:33, GT: 33 Pred:23, GT: 23 Pred:128, GT: 128 Pred:144, GT: 144 Pred w/o TTN:182,
Pred w/ TTN: 88,GT: 90

Figure 1. Qualitative results of CounTR on FSC-147. For visualisation purpose, we have overlaid
the predited density map on the original image. TTN stands for test-time augmentation.

3 On the potential annotation error

We discover that the 7171.jpg in the FSC147 dataset maybe annotated wrongly, the annotated
object count is inconsistent with the given exemplars, which tends to lead to a significant
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Pred:12.7, GT: 13 Pred:9.0, GT: 9  Pred:25.8, GT: 26 Pred:50.1, GT: 50 Pred:16.1, GT: 16

Pred:33.0, GT:33 Pred:170.8, GT:171 Pred:32.0, GT:32 Pred:55.1, GT:55 Pred:25.3, GT:25

- .......... | .
Pred:32.3, GT:32 Pr:1.8, :42 r:‘, :8 A Pred:18.8, GT:19 Pred:35.2, GT:35
Pred:59.2, GT:59 Pred:6549 : Pred:13.9, GT:14 Pred:18.2, GT:18 Pred:9.8, GT:10
Pred:12.0, GT:12 Pred:58.1, GT:S :40.1, G:O Pred:8.8, GT:9 Pred:46.3, GT:46
Pred:43.8, GT:44 Pred:30.2, GT:30 | red: 11, T 13 Pred:17.8, GT:18 Pred:98.1, GT:98

Pred:34.9, GT: 35  Pred:49.8, GT:50 Pred:36.2, GT:36 Pred:30.2, GT:30 Pred:27.0, GT:27  Pred:33.9, GT:34
Figure 2. More qualitative results of CounTR on FSC-147.

error during evaluation. The ground truth annotation and exemplar annotation are shown in
Figure 3.
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(a) The exemplar annotation of 7171.jpg. (b) The ground truth annotation is 14.

Figure 3. The ground truth annotation and exemplar annotation of 7171.jpg, and we can easily figure
out the inconsistency.
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