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Abstract

Despite the large progress in supervised learning with neural networks, there are
significant challenges in obtaining high-quality, large-scale and accurately labelled data-
sets. In such a context, how to learn in the presence of noisy labels has received more
and more attention. As a relatively complex problem, in order to achieve good results,
current approaches often integrate components from several fields, such as supervised
learning, semi-supervised learning, transfer learning and resulting in complicated meth-
ods. Furthermore, they often make multiple assumptions about the type of noise of the
data. This affects the model robustness and limits its performance under different noise
conditions. In this paper, we consider a novel problem setting, Learning with Unknown
Label Noise (LULN), that is, learning when both the degree and the type of noise are
unknown. Under this setting, unlike previous methods that often introduce multiple
assumptions and lead to complex solutions, we propose a simple, efficient and robust
framework named Sample Selection and Relabelling (SSR), that with a minimal num-
ber of hyperparameters achieves SOTA results in various conditions. At the heart of our
method is a sample selection and relabelling mechanism based on a non-parametric KNN
classifier (NPK) gq and a parametric model classifier (PMC) gp, respectively, to select
the clean samples and gradually relabel the noisy samples. Without bells and whistles,
such as model co-training, self-supervised pre-training and semi-supervised learning, and
with robustness concerning the settings of its few hyper-parameters, our method signif-
icantly surpasses previous methods on both CIFAR10/CIFAR100 with synthetic noise
and real-world noisy datasets such as WebVision, Clothing1M and ANIMAL-10N. Code
is available at https://github.com/MrChenFeng/SSR_BMVC2022.

1 Introduction
It is now commonly accepted that supervised learning with deep neural networks can provide
excellent solutions for a wide range of problems, so long as there is sufficient availability of
labelled training data and computational resources. However, these results have been mostly
obtained using well-curated datasets in which the labels are of high quality. In the real world,
it is often costly to obtain high-quality labels, especially for large-scale datasets. A common
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approach is to use semi-automatic methods to obtain the labels (e.g. “webly-labelled” images
where the images and labels are obtained by web-crawling). While such methods can greatly
reduce the time and cost of manual labelling, they also lead to low-quality noisy labels.

In such settings, noise is one of the following two types: closed-set noise where the
true labels belong to one of the given classes (Set B in fig. 1) and open-set noise where the
true labels do not belong to the set of labels of the classification problem (Set C in fig. 1).
To deal with different types of noise, two main types of methods have been proposed,
which we name here as probability-consistent methods and probability-approximate meth-
ods.

Figure 1: Different “tigers”.

Probability-consistent methods usually model noise
patterns directly and propose corresponding proba-
bilistic adjustment techniques, e.g., robust loss func-
tions [8, 28, 38] and noise corrections based on noise
transition matrix [9]. However, accurate modelling
of noise patterns is non-trivial, and often cannot
even model open-set noise. Also, due to the neces-
sary simplifications of probabilistic modelling, such
methods often perform poorly with heavy and com-
plex noise. More recently, probability-approximate
methods, that is methods that do not model the noise
patterns explicitly become perhaps the dominant paradigm, especially ones that are based on
sample selection. Earlier methods often reduce the influence of noise samples by selecting
a clean subset and training only with it [10, 12, 18, 36]. Recent methods tend to further
employ semi-supervised learning methods, such as MixMatch [4], to fully explore the entire
dataset by treating the selected clean subset as labelled samples and the non-selected subset
as unlabeled samples [14, 20]. These methods, generally, do not consider the presence of
open-set noise in the dataset, since most current semi-supervised learning methods can not
deal with open-set noise appropriately. To address this, several methods [23, 30] extend the
sample selection idea by further identifying the open-set noise and excluding it from the
semi-supervised training.

In general, the above methods make assumptions about the pattern of the noise, such as
the confidence penalty specifically for asymmetric noise in DivideMix [14]. However, these
mechanisms are often detrimental when the noise pattern does not meet the assumptions –
for example, explicitly filtering open-set noise in the absence of open-set noise may result in
clean hard samples being removed. Furthermore, due to the complexity of combining multi-
ple modules, the above methods usually need to adjust complex hyperparameters according
to the type and degree of noise.

In this paper, we consider a novel problem setting — Learning with Unknown Label
Noise (LULN), that is, learning when both the degree and the type of noise are unknown.
Striving for simplicity and robustness, we propose a simple method for LUNL, namely
Sample Selection and Relabelling (SSR) (section 3.2), with two components that are clearly
decoupled: a selection mechanism that identifies clean samples with correct labels, and a
relabelling mechanism that aims to recover correct labels of wrongly labelled noisy samples.
These two major components are based on the two simple and necessary assumptions for
LULN, namely, that samples with highly-consistent annotations with their neighbours are
often clean, and that very confident model predictions are often trustworthy. Once a well-
labelled subset is constructed this way we use the most basic supervised training scheme
with a cross-entropy loss. Optionally, a feature consistency loss can be used for all data so
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as to deal better with open-set noise.
Without bells and whistles, such as semi-supervised learning, self-supervised model pre-

training and model co-training, our method is shown to be robust to the values of its very
few hyperparameters through extensive experiments and ablation studies and to consistently
outperform the state-of-the-art by a large margin in various datasets.

2 Related Works
This paper mainly focuses on the probability-approximate methods, especially methods
based on sample selection. For a detailed introduction to probability-consistent methods
described above, please refer to the review papers [11, 26]. We note that we do not consider
utilizing an extra clean validation dataset, such as meta-learning-based methods [22, 33] do.

Clean sample selection Most sample selection methods fall into two main categories:

• Prediction-based methods. Most of the recent sample selection methods do so, by
relying on the predictions of the model classifier, for example on the per-sample
loss [2, 14] or model prediction [18, 25]. However, the prediction-based selection
is often unstable and easily leads to confirmation bias, especially in heavy noise sce-
narios. A few works focus on improving the sample selection quality of these meth-
ods [31, 40]. To identify open-set noise, several methods utilize the Shannon entropy
of the model predictions of different samples [1, 23]. Open-set noise samples that
do not belong to any class should have a relatively average model prediction (larger
entropy value).

• Feature-based methods. Instead of selecting samples based on the model prediction,
some works try to utilize the feature representations for sample selection. Wu et al.
[29, 30] try to build a KNN graph and identify clean samples through connected sub-
graphs. Bahri et al. [3] selects clean samples with a KNN classifier in the prediction
logit space, while Ortego et al. [20] proposes an iterative KNN to alleviate the effect
of noisy labels.

Our work falls in the second category. However, unlike existing methods that use com-
plex variants of neighbouring algorithms, in our pursuit of simplicity and robustness, we use
the simplest KNN classification and show that this is sufficient.

Fully exploiting the whole dataset To fully utilise the whole dataset during training and
more specifically the non-selected subset, recent methods usually apply semi-supervised
training methods (e.g., MixMatch [4]), by considering the selected subset as labelled and
the non-selected subset as unlabeled [14]. However, most current semi-supervised learning
methods can not deal with open-set samples properly. How to properly do semi-supervised
learning in this setting is often referred to as open-set semi-supervised learning [24, 35]. In
this paper, instead of adopting complex semi-supervised learning schemes, we adopt a sim-
ple relabeling and selection scheme in order to construct a clean and well-labelled subset
and then train with a simple cross-entropy loss on the clean, well-labelled set and optionally,
with a feature consistency loss on the whole dataset that possibly contains open-set noise
and samples that cannot be well relabelled.
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