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Introduction
Automated crowd counting has made remarkable progress recently in computer vision thanks to the development of CNNs. However, this application area has run into bottlenecks since CNNs, by their nature, are limited by locally attentive receptive fields and

. are incapable of modelling larger-scale dependencies. To address this problem, we introduce a multi-scale transformer-based crowd-counting network, termed Crowd U- Transformer (CUT) which extracts and aggregates semantic and spatial features from
ﬂ multiple levels. In this design, we use crowd segmentation as an attention module to gain fine-grained features. Also, we propose a loss function that better focuses on the counting performance in the foreground area. Experimental results on four widely used
benchmarks are presented and our method shows state-of-the-art performances
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UCF- QNRF, JHU-Crowd++ and NWPU. The best and the second-best performance are
Fig.1 (a) The overview of the proposed CUT. Twins-PcPvT is adopted as the backbone network to extract multi-scale features; (b) The structure of the basic | shown in bold and underlined, respectively.

|  transformer layer in our model, proposed in PVT (¢) The structure of the proposed Segmentation as attention module (SAAM). | I e . _
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II » Supervisions are provided on all three levels and for each level 1, we have loss function L', ;o We propose a ‘U-shaped’ design of multi- || || Table 2 The effectiv.el.less MAE MSE | MAE  MSE
[ | L' = LS + Ll | = 2,3 and 4. | . scale Transformer network for crowd L of multi-level supervision > w/0 MLS 54.0 ’8 1 79 1 138.1
* e« L. adopts the pixel-level focal loss which 1s used to supervise the segmentation task, I counting, we refer to as Crowd U- o (MLS).
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| where i denotes the pixel within Sj,(the ground-truth segmentation map), and [;and p; represent the actual P | . | J | MAE MSE | MAE MSE Table 3. The effec.tlven§ss
" label of the pixel and the predicted probability of that pixel being foreground, respectively; y is the modulating | ° We introduce an attention module, SAAM, . - w/o SAAM | 542 859 | 82.1 1442 < of SAAM comparing \fV{th
| factor. " which leverages the crowd segmentation | | PAW 536 %25 | 306 1462 the traditional ‘probability
| * Lg is defined as follows which emphasizes the importance of counting accuracy over dense regions: .~ results and a simple transformer block to - Outs 519 791 | 784 135.6 as weight” (PAW) module.
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«  where SL represents the structural loss, D,, indicates the predicted density map, (O is the element-wise | TEEIONS. " : SHA UCE-QNRF

I multiplication, A is the tuneable hyper-parameter, and Ly is the total variation loss. +* We design a new loss function for | Table 4. The effectiveness of

" . The final loss is a combination of L. from three levels: I supervising the regression which provides a ° " proposed regression function > MAE MSE | MAE MSE
.. l . ' . " significant improvement on counting " . comparing with Background BSL | 565 903 | 874 14473
I Liotal = L + « LY + L2, accuracy over previous attempts. || Structural loss (BSL). Ours | 51.9 79.1 784 135.6
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