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Motivation

- Existing semantic segmentation 
methods overly focus on 
attention-based methods to model 
long-range context.

- Does not explicitly leverage context 
(self-supervised masked 
autoencoders, two stage training)

- We ask:
- Is short range useful? 
- Does it work well with 

attention-based methods?

Failure Cases

- Over-segment regions of interest (ROIs)

- Noisy and discontinuous predictions

- Fail to predict boundary regions

- Poorly segment minority classes & misclassify in 
multi-class semantic segmentation

These failure cases lead to poor segmentation performance.
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MaskSup can better i) segment both natural and medical images, ii) model shape 
of small ROI iii) segment minority classes

MaskSup outperforms MAE in mIOU and is more efficient

MaskSup outperforms baselines on three datasets

CB and TS both improve performance of different architectures

MaskSup is computationally efficient and achieves superior performance with 
fewer parameters.

MaskSup can segment regions even 
when input is heavily masked (shape 

aware) 🤯
Segments small ROIs (short-range 
context)

Segments large ROIs (long-range 
context)

Heavy masking works better in MaskSup!


