
Limitations of Similarity-Based Context Utilization

Experiments

Models and code are publicly available:
https://github.com/handhand123/PRSA-Net
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Region-based Attention Mechanism.

Iteration 
Strategy

@50 @100 @200

GRU 42.9 52.8 55.6

Ours 49.1 56.1 61.3

Iteration and update strategy.

Similarity-Based methods still suffer from cluttered background information and limited 
contextual feature learning.

Pyramid Region-based Slot Attention Network for Temporal Action Proposal Generation
Shuaicheng Li, Feng Zhang*, Rui-Wei Zhao, Kunlin Yang, Lingbo Liu, Rui Feng, Jun Hou

Visual content is highly similar, leading to misjudgment

Our PRSA-Net selectively contextualize local semantic information instead of pairwise 
similarity.

Slot Attention for action detection
We refer to the idea of Slot attention[1], which takes the snippet-level features as input 
and maps them to a set of output vectors by aggregating local region context that we 
refer to as slots.

Directly estimates the snippet interactions by the content of the snippet and its local 
surroundings instead of similarity-based.

The architecture of PRSA-Net

Proposal generation on THUMOS14 and ActivityNet-1.3 in terms of AR@AN(%)

The recurrent function (GRU) is time-consuming and achieves limited 
performance boost. we apply a variety of local regions to exploit the slot 
representation completely.

Iteration 
times

@50 @100 @200 @500

1 48.4 55.3 60.1 61.6

2 49.1 56.1 61.3 63.2

3 48.9 55.7 61.9 62.3


