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Recall that the original slot attention is introduced to capture object-centric representa-
tions from raw perceptual input, the key idea of our PRSA-Net is to adopt Pyramid Region-
based Slot Attention (PRSlot) to model action-matter representations. In this supplementary
material, we include the following materials:

1) Further details on the proposed Pyramid Region-based Slot Attention (PRSlot).
2) Details about datasets and implementations.
3) Additional ablation studies.

4) More qualitative results.

1 More details of our proposed PRSA-Net

The original Slot Attention [15] is firstly proposed for object-centric representation learning,
which is applied for unsupervised object discovery and image reconstruction. Slot attention

© 2022. The copyright of this document resides with its authors.
It may be distributed unchanged freely in print or electronic forms.
* Equal contribution
+ Corresponding author


Citation
Citation
{Locatello, Weissenborn, Unterthiner, Mahendran, Heigold, Uszkoreit, Dosovitskiy, and Kipf} 2020


2 LI ET AL. : PYRAMID REGION-BASED SLOT ATTENTION NETWORK FOR TAPG

excels in abstracting centric representations from low-level features. With the iteration strat-
egy, slot attention decomposes the input features into slot representations and specialize on
the extraction of individual objects. Inspired by these, we attempt to take a natural next step
to apply slot attention to video data and solve the temporal action proposal generation task,
which aims to locate the start and end frame for an untrimmed video.

1.1 Insight of Region-based Attention mechanism.

Naturally, the action instance can be distinguished from the background due to the scene
transitions. However, since untrimmed video contains complicated background and inaccu-
rate action-related content in action instance, simply employing the similarity-based atten-
tion to update the action information may introduces spurious representations. To focus on
the action-matter representation, we consider the boundary-aware features and action-matter
features with the proposed region-based attention (RA) mechanism. RA summarize the local
context for abstracting the slot representation. For boundaries, RA captures discrimination
representation for the rapid motion from background to action starting. Also, for continu-
ing action frame it extracts the progressive action transitions in local regions referred to as
action-matter features.

1.2 Position Embedding

Since the output slot representations are permutation invariance in slot attention, it is essen-
tial to employ position embedding to order the video sequence. Different from the previous
methods [5, 19], we introduce a position-based interaction matrix to capture position-matter
contextual information. The inter-snippet connections are represented by an adjacency ma-
trix A referred to as position attention. The input features calculate the weighted sum of the
position attention and generate position-matter information which are referred to as position
embedding.

1.3 Details of Baseline

As previous mentioned in the main paper, the baseline model with original attention achieve
limited performance in proposal generation, we now describe the details of the baseline.
When applying the off-the-shelf slot attention (please refer to the literature [15]), we found
that it is hardly work. Therefore, based on it, we remove the MLP layers and replace the
WeightMean operation with Weight Sum. Additionally, we add the position embedding
as described above. Even so, the baseline model only achieve limited performance listed in
the main paper.

1.4 Action Deteciton on ActivityNet-1.3

Table 1 shows our action detection results on the validation set of ActivityNet-1.3 compared
with previous works. Again, our method outperforms most other methods by a large margin
in almost all cases, including the average mAPs over different tloUs.
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Method 0.5 0.75 0.95 Average
TAL-Net [4] 38.23 18.30 1.30 20.22
BSN [12] 46.45 29.96 8.02 30.03
P-GCN [23] 48.26 33.16 3.27 31.11
BMN [14] 50.07 34.78 8.29 33.85
G-TAD [22] 50.36 34.60 9.02 34.09
BSN++[17] 51.27 35.70 8.33 34.88
BC-GNN [1] 50.56 35.35 9.71 34.68
RTD-Net [18] 47.21 30.68 8.61 30.83
Ours 52.37 37.18 9.78 36.26

Table 1: Comparison with state-of-the-arts detection methods on ActivityNet-1.3 in terms of
mAP@tloUs(%).

Position embedding ‘ @50 @100 @200 @500
w/ o 47.5 55.1 60.3 61.8
w/ learnable 48.1 55.3 60.7 62.2
w/ sine/cosine 48.7 55.6 61.0 62.7
w/ ours 49.1 56.1 61.3 63.2

Table 2: Ablation study on position embedding. Evaluated on THUMOS14 in terms of
AR@AN (%).

2 Details about datasets, metric and implementations

2.1 Datasets and Metric

THUMOS14 [7]. THUMOS 14 dataset contains respectively 200 videos in the validation for
training and 213 videos in the test set for inference. It has a total number of 20 classes, and
each video has around 15 action instances on average.

ActivityNet-1.3 [2]. ActivityNet-1.3 dataset contains 19994 untrimmed videos labeled in a
wider range of 200 action categories with a lower 1.5 action instances per video on average.
These videos are split into the training, validation, and test set by the ratio of 2:1:1. We
evaluate on the validation set of ActivityNet-1.3.

Evaluation metric. To assess the performances of action proposal generation, we report the
average recall (AR) under different intersections over union thresholds (tloUs) with various
average number of proposals (AN) for each video. Following the conventions, we adopt
the tloUs of {0.5:0.05 : 1.0} on THUMOS14 and {0.5: 0.05 : 0.95} on ActivityNet-1.3.
To evaluate the quality of our generated proposals, we also evaluate the performances of
action detection using the mean average precision (mAP) at different tloUs. Following the
official evaluation API, the tloUs of {0.3,0.4,0.5,0.6,0.7} are used for THUMOS 14, and
{0.5,0.75,0.95} are used for ActivityNet-1.3.

2.2 Implementations

Following the conventional setting, we extracted the 2048-dimensional video features by
two-stream I3D [3] pre-trained on Kinetics [9] on THUMOS14. Besides, for a fair compar-
ison, we also conduct experiments based on the two-stream network TSN [20] backbone,
where ResNet network [6] and BN-Inception network [8] are applied as the spatial and tem-
poral network respectively. We also set C; npue = 256. On ActivityNet-1.3, the video features
were extracted by the pre-trained model provided in [2, 21]. In data preparation, we set the
snippet interval ¢ to 4 on THUMOS14 and 16 on ActivityNet-1.3. Then we cropped each
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Method 07 06 05 04 03
AFSD 311 437 555 624 673
AFSD w/ PRSlot  30.7 44.5 574 635 69.3

Table 3: Performance comparisons on THUMOS 14 in terms of mAP@tloUs (%). The A w/
B denote A contains the module B.

video feature sequence with the overlapped windows of stride of 100 and length L = 250
on THUMOS14. While on ActivityNet-1.3, we set the temporal length to L = 100 by linear
interpolation. Also, we enumerate all possible anchors where the max durations is D = 64
on THUMOS14 and D = 100 on ActivityNet-1.3. For the PRSlot module, we set the em-
bed dimension Ceppeq = 256, Cour = 256, and the local region scale S = {4,8}. In post-
processing, we set the NMS threshold 6 to 0.65 and 0.45 on THUMOS14 and ActivityNet-
1.3 respectively. During the training, it was optimized on one NVIDIA TESLA V100 GPU
with batchsize 16 on ActivityNet1.3 and 8 on THUMOS14. We adopted the Adam optimizer
[10] for network optimization. For THUMOS 14, the models were tuned for 10 epochs with
the learning rate set to 2 x 10~*. For ActivityNet-1.3, we trained our models by setting the
learning rate to 1073 in the first 7 epochs and decaying it to 10~ in the last 3 epochs.

3 The generalization ability of PRSlot module

Different from directly using original video frames in our method, the TCA-Net [16] takes
the original video and proposals generated by other two-stage methods, i.e., BSN [13] as in-
puts to refine the proposals and detect action instances. So TCA-Net [16] is out of the scope
of our comparison. Even so, due to the concern about the generalization of our method, we
conduct an additional experiment to evaluate our PRSlot module in the anchor-free method
AFSD [11]. Specifically, we introduce our PRSlot module to augment the output of Fea-
ture extraction in AFSD [11]. Since the FPN is applied in Feature Extraction, we apply
one PRSlot module for each level feature and output the augmented representation with the
same sizes in AFSD. Finally, the augmented representation is processed to Coarse Prediction
and Refined Prediction. As shown in Table 3, AFSD with an off-the-shelf PRSlot module
achieves superior performance compared to the original AFSD [11]. This result verified the
generalization of our PRSlot module. We will supplement the detailed implementation and
experimental results in our supplementary material.

4 More Ablation Studies

We provide the additional ablation studies in this section and demonstrate the effectiveness
of our model setting and compare our default setting to other reasonable alternatives. Similar
to the main paper, We conduct experiments on THUMOUS 14 using 13D [42] backbone and
NMS algorithm.

4.1 Study on position embedding.

In Table 2, we show that employing different position embedding manner to input features at
Pyramid Region-based Slot Attention module. It improves AR obviously using our position-
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Ours 85s 11.6s 52.95| 54.0s

Ground Truth  53s . s s 85
Ours 51s 103s 17.0s 2395 2935 3415

Ground Truth ~ 55.1s|
Ours 5635 57.1s 59.0s 639s 723s 76.6s

Figure 1: Some action proposal examples generated by our model on THUMOS 14.

matter information, while applying the learnale position embedding [5] or sine/cosine abso-
lute position embedding [19] could decrease the performance slightly. However, the perfor-
mance decreases rapidly when we remove the position embedding, which demonstrate the
effectiveness of the position embedding in video sequence.

5 More Qualitative Results

Here, we visualize more action detection results by our proposed PRSA-Net on THUMOS 14.
We can find that our model can successfully detect the boundaries of these action instances.
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