
Synthetic data generation pipeline

Semantic segmentation (real vs. synthetic vs. synthetic+real)

Motivation and Objective

Deep learning algorithms are data-hungry, 
especially in the 3D domain.

 This research aims to investigate the possibility of 
using synthetic photogrammetric data to 
augment/substitute real-world data for training 3D 
point cloud segmentation algorithms.

Project page: www.stpls3d.com

Instance segmentation baselines

Released datasets

Experiments and results

Input: GIS data (i.e., DSM, building footprints, road vectors.)
Output: synthetic photogrammetric 3D point cloud with annotations.

 Procedurally generating scene layouts.
 Procedurally generating highly detailed 3D building models.
 Using a large game object and material database.
 Simulating aerial image collections following real-world setups.
 Photogrammetric 3D reconstruction using rendered images.

62 Synthetic datasets:
• 46,281 rendered images
• 16 km2 coverage
• Up to 18 semantic labels 

with instance annotations

4 real-world datasets:
• 16,376 aerial images
• 1.27 km2 coverage
• 6 semantic labels

Links

Code

Workshop

Evaluation server

Demo

STPLS3D: A Large-Scale Synthetic and Real Aerial Photogrammetry 

3D Point Cloud Dataset
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