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Robust Domain Generalization

 Goal 
• Robust image classification model

• Good out-of-domain performance
• Good in performance
• Robust to noisy source labels

 Idea of domain generalization
1. Reducing class ambiguities 
2. Preserving in-domain class distributions
3. Increasing robustness by collaborative learning

Proposed Framework

 Datasets
• PACS:
4 domains, 7 classes
• VLCS: 
4 domains, 5 classes

 Evaluation 
• Leave-one-out
• Avg. and Std. of 3 trials

of random seeds

In-domain Testing (w/ SWAD) Out-of-domain Testing (w/ SWAD)

Ablation study (w/ SWAD) Robustness against noisy labels (w/ SWAD)

 Proposed Method
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𝑳𝑳𝒂𝒂𝒂𝒂𝒂𝒂 = 𝑳𝑳𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎 + 𝝀𝝀𝟏𝟏𝑳𝑳𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎 + 𝝀𝝀𝟐𝟐𝑳𝑳𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂 + 𝝀𝝀𝟑𝟑𝑳𝑳𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄

• Prototype Alignment
Maintain intra-class features

• Collaborative Attention
Combine positive and negative learning 

Positive feature: 𝑧𝑧+= 𝑧𝑧⨀𝑑𝑑𝑑𝑑𝑑𝑑(𝑀𝑀+)

Negative feature: 𝑧𝑧−= 𝑧𝑧⨀(1
2
𝑀𝑀− + 1

2
(1 −𝑀𝑀+))
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𝑚𝑚𝑚𝑚𝑚𝑚(η− θ(f(x),y)− θ(f(x),k) , 0)

𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝 = 𝐿𝐿𝑐𝑐𝑐𝑐(ℎ 𝑧𝑧+ ;𝑦𝑦+)

𝐿𝐿𝑛𝑛𝑛𝑛𝑛𝑛 = 𝐿𝐿𝑐𝑐𝑐𝑐(ℎ 𝐴𝐴(𝑧𝑧−) ;𝑦𝑦−)

Cross-entropy:

• Margin-Based Contrastive Learning
Push away highly overlapped classes 

ERM (w/ SWAD) Ours (w/ SWAD)

t-SNE visualization

 Overall Framework

Experiments
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